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Continuous and Discrete Variable-Structure Controls
for Parallel Three-Phase Boost Rectifier

Sudip K. Mazumder, Senior Member, IEEE

Abstract—We describe three nonlinear control schemes for a
parallel three-phase boost rectifier consisting of two modules. The
basic idea, however, can be extended to a system with modules.
All of the control schemes are developed in a synchronous frame.
Moreover, each of the closed-loop power-converter modules
operates asynchronously without any communication with the
other module. Based on the dynamical equations of the parallel
converter, we find that independent control of both of the modules
on the axes is not necessary and possible. Consequently, we
develop control schemes that stabilize the axes and limit the
zero-axis disturbance by preventing the flow of the pure zero-se-
quence current. One of the control schemes is developed purely
in the discrete domain. It combines the space-vector modulation
scheme with a variable-structure control, thereby keeping the
switching frequency constant and achieving satisfactory dynamic
performance. The performances of the other control schemes are
also satisfactory.

Index Terms—Boost rectifier, parallel converter, space-vector
modulation, three phase, variable-structure control, zero-axis
disturbance.

I. INTRODUCTION

APPLICATIONS of three-phase power converters are on
the rise [2]–[5], [7], [8], [10], [11], [13], [15]–[17] be-

cause they provide several advantages including capability to
handle high power, modularity, high reliability, less voltage or
current ripple, and fast dynamic response. Traditionally, a par-
allel multiphase converter either has a transformer at the ac side
[7], [8], [10] or uses separate power supplies [5]. This approach,
however, results in a bulky and expensive system because of the
line-frequency transformer and the additional power supplies.

A recent approach to overcome these problems is to directly
connect three-phase converters in parallel; one such system is
shown in Fig. 1. When two three-phase pulsewidth-modulation
(PWM) modules are directly connected, circulating currents
can exist in all of the phases [13]. Several methods have been
proposed to reduce the cross current among the modules [2]–[4],
[12]. Using a linear controller and space-vector modulation
(SVM) schemes, which do not use the zero vectors, Xing
et al. [13] have developed schemes for standardized three-
phase modules to reduce the cross current. The advantage of
such schemes is that the communication between the modules
is minimal. However, the transient response of the parallel
three-phase boost rectifier (PTBR) is not satisfactory and the
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magnitude of the zero-sequence current under steady-state
conditions is not shown. Recently, Ye et al. [15] have proposed a
linear control scheme1, which is simple and minimizes the zero-
sequence current under steady-state condition by simply varying
the duration of the zero space vector. However, if the system
saturates, the control scheme will not work effectively, even
under steady-state conditions. This is because, when the system
saturates, the zero vector can not be applied. Furthermore, the
performance of the system under transient conditions has not
been demonstrated [15].

II. MODELING AND ANALYSIS OF THE PTBR

We consider a PTBR with two power modules, M1 and M2.
Such a PTBR was built by the author at the Center for Power
Electronics System (CPES) at Virginia Polytechnic Institute and
State University, Blacksburg. Reference [13] and all of the dis-
cussion in this paper is based on this system. The parametric
details of the power stage are tabulated in Table I. For each
module, we assume that the variation in the line inductance of
each phase is negligible. However, the line inductances for two
different modules are different. We also assume that the equiva-
lent series resistance (ESR) of the output capacitor is negligible
and the input voltages are balanced; that is, .
Based on Fig. 1, we obtain the following differential equations,
which describe the dynamics of the PTBR:

(1)

In (1) and for the rest of the paper, and ; further, we will
drop the notation time for the rest of the paper. The vectors
representing the phase currents and switching functions of M1
and M2 are given by

and the matrices are given in the
Appendix. For the PTBR, the top and bottom switches
of any phase are complementary in nature. The
switching functions attain a value of

1In this paper, we will refer to this control proposed by Ye [15] as
CS .
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Fig. 1. Schematic of a PTBR with N modules.

TABLE I
NOMINAL PARAMETERS OF THE PTBR

Fig. 2. Distribution of the space vectors in the �� frame.

1 (or 1) if the bottom (or top) switch of any phase is
on. For the PTBR, and as shown in Fig. 2,
and can attain only eight discrete values (space
vectors)—

,
and —for feasible operation. Two of these

and are the zero vectors, while the other six are
the active vectors.

Next, using the generic transformation [12]

(2)

where , and are referred to as the active, reactive, and
the zero-axis components and is a nonsingular matrix
[17], and (where is the line angular
frequency), we rewrite (1) as

(3)

In (3),
, and (because we have assumed

that the line voltages are balanced). Using [17], we simplify (3)
to

(4)
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Fig. 3. Overall control architectures for the PTBR with modules M1 and M2. (a) dq- or dqo-axes controllers representing a conventional controller [12], [13] and
CS [15]. (b) Controller structure for CS or CS or CS . For CS , the feedback signals are sampled. Note that because
M1 and M2 are both connected to the same bus, they have a common bus voltage; additionally, all the feedback signals are, “in reality,” the outputs of voltage and
current sensors.

where is a disturbance term representing

for M1 and M2, respectively. Equation (4) shows that, for each
module, the dynamical equations governing the currents on the

axes depend only on (or ) and (or ). The dif-
ferential equations describing the zero-axis currents involve a
cross-coupling control term.

III. CONTROL SCHEMES

As shown in Fig. 3, the controllers for M1 and M2 have a
multiloop structure, with an outer voltage loop and an inner
current loop. The control concept developed in this paper extends
to more than two modules . The current loops are
designed to be fast so that the closed-loop system can reject the
feedforward and feedback disturbances and regulate the output
voltage. The outer voltage loop is designed to be slow and is
based on a linear lag–lead controller with an integrator [12]. The
objectives of the control are threefold. First, we want to regulate
the bus voltage at 400 V. Second, the phase currents of each
module should be synchronous with the input phase voltages.
Third, M1 and M2 should share the power consumed by the load
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Fig. 4. Path of the pure zero-sequence current in the PTBR.

equally. However, these objectives have to be met by controlling
M1 and M2 as independently as possible. The only common
feedback to both the modules is the -axis reference current

obtained from the outer voltage loop, which serves as
the master. We use a common voltage loop because both M1
and M2 are connected over a common dc bus. The -axis
and the -axis reference currents are maintained equal
to zero to obtain unity-power-factor operation and minimize
the zero-axis interaction between the two modules.

Based on these control objectives and structure, we develop
three control schemes in the following sections. While the

first two control schemes ( and ) are syn-
thesized in the continuous domain, the third control scheme

is developed in the discrete domain. The nom-
inal switching frequency of M1 and M2 is set at 32 kHz, to
emulate the actual system [13]. We, however, test the control
when the modules are not synchronized and their switching
frequencies are different.

A. Continuous Control Scheme One:

Equation (4) shows that the open-loop PTBR is a seventh-
order dynamical system. There are two sets of three differential
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Fig. 5. Flowchart for the implementation of the control scheme CS .

equations that describe the dynamics of the current for M1 and
M2 on the axes and one additional differential equation for
describing the dynamics of the bus voltage. One approach for
implementing the current loops of M1 and M2 independently is
to define the following six sliding surfaces:

(5)

and synthesize controls that will reduce to
zero. However, the rank of the control matrix in

is five; thus, it is impossible to control all of the

six currents ( and ) independently. One way to avoid the
redundancy problem is to control the sliding manifold

(6)

To consider the stability of the sliding manifold (6), we define a
positive-definite Lyapunov function

(7)
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Fig. 6. A sample space-vector-modulated waveform to synthesize the reference voltage vector in Sector I.

which has a quadratic form. For the manifold to be stable

(8)

Using [9], [17], we can show that and
provided

(9)

However, it is not possible to satisfy using a
single space vector in a single switching cycle because of the
zero-axis disturbance [16]. This eliminates the possibility of
satisfying (8) for all values of , but depending on the values
of , and , we can always establish a bound beyond
which (8) holds [16]. This bound is minimized if the zero-axis
disturbance is reduced. A quick look at shows that the
zero-axis disturbance is reduced by increasing the size of the
line inductors or the switching frequency because depends
on the switching vectors. However, we cannot increase either
of them arbitrarily to avoid making the converter bulky and
inefficient.

For the PTBR, as shown in Fig. 4, the worst disturbance oc-
curs when and and vice-versa. During
this switching configuration a pure zero-axis current flows from
M1 to M2 or vice-versa that is not reflected on the axes. This
is because the path of this zero-sequence current involves the
output capacitor, the top (or bottom) switches of M1 and M2.
Therefore, if we eliminate this possible switching configuration,
then we can reduce the impact of the disturbance significantly.
Although the zero-axis disturbance exists for other switching

configurations, it is reflected on the axes, and hence the im-
pact of this disturbance can be minimized by having a fast cur-
rent loop on the axes [13], [15], [17].

Thus, the control strategy for is as follows: we con-
trol and using (9) and limit the zero-axis disturbance
(by selecting proper depending on the value of [16]),
thereby preventing the flow of the zero-axis current from M1 to
M2 or vice-versa. Then, using the transformation (2), we trans-
form the controls in the axes to the axes.

B. Continuous Control Scheme Two:

The second scheme is a variation of the first scheme. A sim-
ilar scheme is outlined in [14] for control of a single multiphase
converter. However, it does not address the problem of zero-axis
disturbance, which is a key issue in the stabilization of a PTBR.
The second scheme uses hysteresis to control the switching fre-
quency. First, we compute and using (5) and then trans-
form the errors to the coordinates using

(10)

where . The selection of the switching vec-
tors is such that

and is bound (11)

for a given frequency and inductor size. The last condition in
(11) is achieved by using an appropriate zero vector based on
the direction of . For example, if and the space
vector needed to satisfy and is ,
then we implement instead. This simple change will not af-
fect the stability of the sliding surfaces on the axes, but will
reduce the zero-axis disturbance [16]. In addition, to achieve a
compromise between the transient response and the harmonic
distortion, we use a two-level hysteretic comparator (for each
axis), which has two thresholds ( and ).
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Fig. 5 shows a flowchart that illustrates the procedure for
selecting the appropriate switching vector for either M1 or M2.
The advantage of is that we can limit the switching
frequency and keep a balance between the distortion of the
line currents and the transient response. Although the pure
zero-sequence current is eliminated, the impact of the overall
zero-sequence disturbance is still determined by the switching
frequency and the inductor size.

C. Discrete Control Scheme

We look for stability on a reduced-order manifold, where in-
stead of controlling - (or - ), we control their aver-
ages; that is, - (or - ). The proposed discrete vari-
able-structure control (VSC) scheme , unlike the

and , keeps the switching frequency con-
stant by combining VSC with SVM techniques. The discrete
VSC scheme can be combined with any SVM scheme. However,
not all of the SVM techniques can be used to reject the distur-
bance due to the zero-axis currents [15]. Therefore, we choose
the SVM scheme outlined in [13], [17] to control the zero-axis
current. In any given switching cycle, this SVM scheme syn-
thesizes a reference voltage vector (see Fig. 2) using two
zero vectors and two active vectors. For example, if is in
Sector I, then it is synthesized as

, where
is the switching time period. Having se-

lected the SVM scheme, we need to express and in dis-
crete form to implement the current loop using the discrete VSC.
The discrete form of is a map of the form

, where
, and .

To obtain this map, we first solve for using (4) in each
time interval of the SVM waveform [17]. One such waveform
is shown in Fig. 6, which is valid only for Sector I. We start
by solving for and in Sector I for each interval of
time. Once we obtain all of the solutions, we obtain a map that
relates and at the end of a switching cycle with those
at the beginning. Subsequently, using this map, which is valid
only for Sector I, we obtain the generalized map for .
Fig. 6 shows that, although there are seven intervals of time in a
given switching cycle, only three of them are distinct. The maps

for each of these three distinct intervals are described by (12),
shown at the bottom of the page, (14), and (15), [17].

If a quasi-static assumption (i.e., the variation of in each
switching cycle is negligible) is made, then (13), shown at the
bottom of the page, is reduced to the following [17]:

(14)

in the intervals b–c and f–g

The form of the map for the third distinct interval (c–d and
e–f) is identical to that of (14)

(15)

in the intervals c–d and e–f

In (12)–(15), represents the th subsampling period in the
th sampling period, is the initial value of at the

beginning of the subinterval, and , and are the dura-
tions of the subintervals outlined in (12)–(15) and as illustrated
in Fig. 6. All other matrices are described in [17]. Using (12),
(14), and (15) and knowing that

, we obtain the map [17]

(16)

where
, and

. Using

(17)

(12)

in the intervals a–b, g–h, and half of d–e

(13)

in the intervals b–c and f–g
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Fig. 7. (a) The phase currents of M1 and M2 using a conventional dq controller when the parameters of the modules are the same, except L is 95% of L .
(b) Three-dimensional view of the unbalanced phase currents of M1 in the ��o frame. (c) The phase currents of M1 and M2 obtained using CS when the
parameters of the modules are the same, except L is 95% of L .
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Fig. 8. Change in the bus voltage obtained using CS (a), (e), CS (b), (f), CS (c), (g), and CS (d), (h) for case 1 (figures on the
left) and case 2 (figures on the right).

we convert (16) to the following form:

(18)

where is a diagonal matrix and we have assumed that the
variation of (due to a slower voltage loop) is negligible com-
pared to in one switching cycle. Using the procedure de-
scribed above, we obtain maps similar to (18) for Sectors II–VI.

Now that we have obtained the discrete form of , we define
the following sliding surfaces to control the currents on the
axes:

(19)

The stability of the sliding surfaces is determined using
the discrete Lyapunov function

(20)

For stability [16],

(21)

Because , in (18), is a diagonal matrix [17], the sliding sur-
faces and have independent control, the stability
condition (21) is simplified to

(22)

Condition (22) is satisfied if we chose

(23)

and determine based on (23). In (23), and
are scalar parameters that determine how fast the closed-loop
system reaches the quasi-sliding surface. Substituting (19) into
(23), and expanding (18), we obtain
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Fig. 9. Change in the active current of M1 obtained usingCS (a), (e),CS (b), (f),CS (c), (g), andCS (d), (h) for case 1 (figures
on the left) and case 2 (figures on the right).

(24)

and then determine . We then use (17) to obtain ,
and from .

While deriving the duration of the zero vectors, we did not
distinguish between the vectors and . However, to con-
trol the zero-axis current, such a distinction is necessary. Let us
rewrite the total duration of the zero vectors in a given switching
cycle as

(25)

It has been shown in [15] that for the PTBR, if , then
by assigning to and to , one can
minimize the effect of the zero-axis current. The parameter is

the output of a feedback loop of M1 that regulates the zero-axis
current to zero [15]. If, however, assigning is not
possible (for reasons of flexibility), then one can obtain the zero
vectors as a combination of the active vectors.

IV. RESULTS

We present simulation2 results obtained by closing the
PTBR using five different controllers. The first one is a con-
ventional linear controller [12], [13], while the second
one is [15]. The other three control schemes are

, and . The values of the
nominal parameters for the PTBR are listed in Table I. The
outer voltage loop, which regulates the bus voltage at 400 V, has

2The simulation was conducted in Visual Fortran. Although ideal comple-
mentary switches are used to simulate the performance of the PTBR (to reduce
computational time), a benchmark test using data used to obtain performance
results in [13], which uses the same PTBR parameters as in Table I, yielded
simulation results which closely follow the steady-state experimental results
demonstrated in [13].
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Fig. 10. Change in the reactive current of M1 obtained using CS (a), (e), CS (b), (f), CS (c), (g), and CS (d), (h) for case 1
(figures on the left) and case 2 (figures on the right).

been chosen to have a slower dynamic response as compared to
that of the inner current loops to ensure stability of the overall
system [16]. The choice of the parameters for the voltage loop
is based on the results of [12]. The load is chosen to be resistive
in nature and has a magnitude of . However, the proposed
control schemes , and can
be applied to systems that involve other types of loads because
they are independent of the load type.

In practice, it is impossible to manufacture two identical mod-
ules. In fact, it is not uncommon to have variations in the circuit
parameters of the order of 5%. To simulate one such scenario,
we reduce by 5% from its nominal value, but keep the values
of all of the other parameters of M1 (as well as M2) equal to
their nominal values. In Fig. 7(a), we show that, even though
there is only a minor difference in one of the parameters of M1
and M2, the phase currents in each module are no more balanced
when the PTBR is controlled using a conventional controller.
In Fig. 7(b), we show projections of the averaged values of the
unbalanced phase currents (of M1) in the frame onto the

axes. It shows that, while the and components on the
plane still rotate in a circle, the zero-axis component os-

cillates up and down. Consequently, the load sharing between
M1 and M2 is poor. Thus, the performance of a conventional
control scheme is not satisfactory even under small parametric
variations.

In Fig. 7(c), we demonstrate the steady-state performance of
the PTBR operating with [15]. The values of the pa-
rameters are the same as those used to obtain Figs. 7(a) and (b).
We see that, by controlling the zero-sequence current in addition
to the currents, the steady-state performance becomes satis-
factory. Although the zero-sequence current is not eliminated,
its overall effect is minimized.

Next, we explore the dynamic performance of the PTBR
using our three proposed control schemes (

, and ) and under fur-
ther variations in the parameters of the two modules. The
switching frequencies of M1 and M2 are set at 16 and 32 kHz,
respectively, to replicate the conditions in [15]. In real life, the
two modules will be physically apart and, hence, synchroniza-
tion of the clocks is expensive and not reliable [13]. Hence, to
increase the redundancy of operation, we switch M1 and M2
asynchronously. To test the robustness of under
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Fig. 11. Distribution of the line currents between M1 and M2 obtained using (a)CS , (b)CS , (c)CS and (d)CS for case 1 (figures
on the left) and case 2 (figures on the right). The proposed control schemes and CS operate with L = 85%L and L = 95%L , respectively.

parametric variation, we reduce by 5% from its nominal
value. We test the robustness of , and

by reducing 15%, an even larger variation

in its nominal value. The larger variation in , which makes
paralleling M1 and M2 even more difficult [15], [17], is chosen
to test the robustness of the nonlinear controller under extreme
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conditions. For all of the control schemes, the values of all of
the other parameters are kept equal to their nominal values.

Having set the operating parameters, we determine the
response of the PTBR (using , and

, and ) under small- and large-signal
feedforward and feedback disturbances: two cases are consid-
ered. For all cases, we investigate the performance of the PTBR
by determining the drop in its bus voltage, the change in its
reactive and active currents, and the current sharing between
the modules.

For case 1, we subject the PTBR, operating in steady state, to
a sudden change in the input voltage. Initially, the input voltage
is set equal to its nominal value, and after the transient, it is as-
sumed to decrease to 50% of its nominal value. We begin by in-
vestigating the drop in the bus voltage. The results are shown in
Fig. 8(a)–(d). We find that the dip in the bus voltage is maximum
when the PTBR is operated using ; in addition, re-
covery time for the bus voltage is longer3. For case 2, we subject
the PTBR, operating in steady state, to a sudden change in the
load resistance from 400 (almost no load) to 4 (full load).
Fig. 8(e)–(h) shows that the changes in the bus voltage obtained
using , and are smaller than
those obtained with . Moreover, the recovery time
obtained using is longest. Overall, for either case,
the drop in the bus voltage is larger when using , even
though it is implemented for a smaller variation (5%) as com-
pared to the proposed control schemes (15%).

Next, we investigate the performance of the -axis (active)
current for all cases under feedforward and feedback distur-
bances. Fig. 9(a)–(d) shows the response of the active current
of M1 (i.e., ) for case 1. Later on, we will show the cur-
rents of both modules. We see from the figures that, using the
proposed control schemes, the PTBR does not have any under-
shoot after the feedforward disturbance. However, the PTBR
shows a significant drop in the when using . Be-
cause of this undershoot, the drops in the bus voltage obtained
using , as shown in Fig. 8, are higher. The responses
of for case 2, shown in Fig. 9(e)–(h), are self-explanatory
and similar to those obtained for case 1. On the whole, although

, and operate with a larger
variation in , their performances are good. For case 1, using

, there is more than a 30% undershoot in imme-
diately after the disturbances. For case 2, the recovery of
using is not satisfactory.

We then investigate the response of the -axis (reactive)
current of the PTBR for all cases. The results are shown in
Fig. 10 for M1. We see that, under steady-state conditions, the
average of obtained using all control schemes is about
zero. However, for either a large disturbance in the load or the
input voltage, is unable to maintain the average of

at zero immediately after the disturbance. Therefore, it
follows from Figs. 8–10 that, unlike , the proposed
control schemes maintain decoupling between and axes

3We also note that the “ripple” in the bus voltage obtained using
CS ; CS , and CS is marginally higher than that
obtained with CS because they operate with L = 0:85L and
L = L compared to L = 0:95L and L = L for CS . Thus,
even with a larger parametric variation, the performances of the proposed
control schemes are better than CS .

Fig. 12. Steady-state currents on the zero axis and the�� axes for M1 obtained
usingCS (a),CS (c),CS (e), (f), andCS (g),
(h).

even under severe feedforward or feedback disturbances and
hence are more robust. Thus, the performances of the proposed
control schemes are good, even though they operate with a
larger variation in .

Next, using Fig. 11, we investigate the sharing of the line cur-
rents between M1 and M2, when the PTBR is subjected to a large
disturbance in either the voltage (case 1) or the load (case 2).
For case 1, we see that the best transient response is achieved
using ; the response time is comparable to the other
two proposed schemes. The recovery time of the PTBR obtained
with is the longest. Moreover, immediately after the
change in the voltage, there is an undershoot and an overshoot in
two of the phase currents, which are not evident in the responses
obtained with the proposed control schemes. For case 2, among
the three proposed control schemes, achieves the
best compromise between the response time and current sharing.
The recovery times of and are smaller than
that of . The response of the PTBR obtained with

is significantly inferior to those obtained with the
proposed control schemes, both in terms of the response time
and current sharing.

Finally, in Fig. 12, we show the impact of the proposed
control schemes on the steady-state ripples of the phase
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currents (in the frame) and on the zero-axis current that
circulates between the two modules. For all of these plots,
we choose and . All other param-
eters are kept the same as before. The steady-state ripple
obtained with is better than those obtained using

and . More importantly, the zero-axis
current obtained with has a smaller magnitude
compared to the previous cases. The steady-state results ob-
tained using and are close. Therefore,

attains the best compromise between the dynamic
and steady-state performances.

V. SUMMARY AND CONCLUSION

We have proposed three control schemes to stabilize a PTBR.
The first two control schemes ( and ) are
developed in the continuous domain, whereas the third scheme

is developed in the discrete domain. The
simulation results, with properly tuned controller gains did
not exhibit susceptibility to subharmonic instabilities. Con-
trol schemes and stabilize the errors on
the -axes sliding surfaces and rely on blocking the pure
zero-sequence current path, the inductor size, and the switching
frequency to bind the errors on the zero-axis sliding surfaces.
Results show that the transient performances of the PTBR
using these two schemes are good. The steady-state ripple
of the PTBR obtained using is slightly better than
that obtained using , because the former uses a
hysteretic comparator, which has an inner and an outer hys-
teretic band. The steady-state ripple of the PTBR obtained with

is better than those obtained with the other two
proposed control schemes because the former combines SVM
and nonlinear control, and stabilizes the zero-axis disturbance
as well. Hence, the steady-state ripple has a constant frequency,
and the deviation of the zero-axis current from its reference
value is minimized.

We also compare the performances of the three proposed con-
trollers with a conventional controller [12] and another con-
troller , which was recently proposed by Ye et al.
[15]. We find that the conventional controller fails to stabi-
lize the PTBR even for a slight parametric variation of the two
modules. This is because the conventional controller does
not control the current on the zero axis, which is perpendicular
to the axes. The controller proposed by Ye et al. [15] per-
forms better than the conventional controller. However, its
transient response is inferior to the proposed control schemes
for even moderate feedforward and feedback disturbances. For
even larger disturbances, the transient performance of the con-
troller proposed by Ye et al. [10] suffers considerably.

The effectiveness of deteriorates under saturated
conditions because the zero vectors cannot be applied [15].
Under saturated conditions, shares the same
limitation as . However, unlike the latter, the pro-
posed controller guarantees global stability within the boundary
layer [16]. That is why its transient performances are better.
The proposed control schemes, developed in the continuous
domain, do not have any such limitations, but create more
harmonic distortions. Therefore, to obtain a balance between

steady-state and transient performances and to operate the
PTBR in saturated conditions, a combination of
or (outside the boundary layer) and
(inside the boundary layer) is recommended. Implementation
of such a hybrid control scheme on a digital signal processor is
fairly straightforward. However, if the worst case disturbances
are not large enough to saturate the PTBR, then
provides the best alternative.
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