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Abstract—A framework that jointly optimizes the control and
communication networks of network-controlled interactive power
electronics networks is described in this paper. The joint optimiza-
tion framework includes two coupled blocks, one whose focus is
to ensure optimal performance of the power network within its
stability bounds and the other whose thrust is on optimizing the in-
formation flow in a communication network. These two networks
have contrasting requirements because, on the one hand, time de-
lays are detrimental to the stability and performance of the control
system, while on the other hand, allowing higher time delays leads
to efficient utilization of the communication network’s resources.
The proposed framework leads to an optimal compromise be-
tween these two noncooperative networks. Three different imple-
mentation approaches for the integrated control–communication
framework are investigated, namely, centralized, distributed, and
clustered. A case illustration of a homogeneous power network
is provided to demonstrate the efficacy of the joint control–
communication framework and compare the performance of the
three implementation approaches.

Index Terms—Interactive power electronic networks (IPNs),
joint optimization, Lyapunov stability, network control systems,
network resource utilization.

I. INTRODUCTION

N EXT-GENERATION power systems applications, such as
distributed generation, active power filters, and flexible ac

transmission systems for grid power-flow control, all-electric
ships, and aircraft are expected to rely heavily on interactive
power electronic networks (IPNs) [1]–[4]. In addition, because
of their high reliability, reduced harmonic distortion, and better
dynamic performance, IPNs are also used for applications, such
as uninterruptible power supplies [5] and dc distributed power
systems for telecommunication applications [6], among others.

Because of intermodule interactions, the control design of
IPNs is more involved than that for stand-alone converters.
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An approach for controlling interconnected networks, such as
IPNs, is based on model-predictive control, where the control
inputs over a given time horizon are determined based on the
overall model of the system [7], [8]. The application of such
a control scheme to interconnected power converters, while
guaranteeing the IPN’s global stability, has been demonstrated
[9]. Distributed implementations of model predictive control,
which achieve a compromise between redundancy and control
performance, rely on the coordination of the local controllers
using intermodule information exchange [10]–[13]. A funda-
mental feature of these architectures is the need for a com-
munication infrastructure for information exchange among the
modules in case of distributed implementation and between the
master and the slave modules for centralized implementation.
The communication network introduces time delays. However,
in the aforementioned references, impacts of time delays on the
stability and performance of the system have been ignored.

Although impacts of time delay on the stability and per-
formance of networked control systems have been well re-
searched in the control and systems community [14]–[16], one
key observation from recent research works [17]–[22] is that
the control and the communication networks do not always
operate cooperatively if the communication protocol does not
yield channel interference. For instance, in [18] and [22], the
authors demonstrated that, to increase the stability margin of
the power networks and attain high control performance, fast
information exchange is desired. However, from the point of
view of the communication network, progressively higher data
rates cannot be sustained due to network resource limitations
[23]. This problem is further aggravated as the number of nodes
of the overall network increases because a progressively higher
volume of information flow typically cannot be sustained at
the same data rate without enhancing the probabilities of failed
(end-to-end) transmissions.

To address this issue, a joint control–communication opti-
mization strategy is desired, which ensures an optimal com-
promise between the performance of the control system and
the resource utilization of the wireless communication net-
work under constraints of the power network stability and
communication network capacity bounds. In this paper, such
a joint control–communication optimization strategy for inter-
connected power networks is outlined in Section II, as shown
in Fig. 1. In Section III, a case illustration of a homogeneous
inverter network is used to evaluate the efficacy of the optimiza-
tion strategy.
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Fig. 1. Block diagram of the overall control–communication framework.

II. JOINT CONTROL–COMMUNICATION FRAMEWORK

In this section, the joint control–communication optimization
framework is described. The goal of the optimization problem
is to determine the set of feasible switching sequences [16] and
the time spent in each switching state of the sequence [9] for all
the modules (n), and the transmitter power levels (Pk) and the
transmission rates (r(lnj)) for all the communication links. The
models of the power network and the maximum values that each
state can attain (x(n)

max) constitute the constraints of the control
network.

The communication network is modeled as a directed graph
G(N,L) where N is the set of modules and L is the set of
communication links. Each link lnj ∈ L between a transmitting
module j and a receiving module n has an associated trans-
mission capacity clnj

, actual transmission rate r(lnj), and delay
τ (lnj). The link delay is obtained using the M/M/1 queuing
model [24] and is given by τ (lnj) ≥ μlnj

(clnj
(P) − r(lnj))−1.

For the control system, a positive-definite quadratic cost
function is chosen, while for the communication network,
utility functions for the rate and delay (to account for the com-
munication resource allocation) constitute the cost function.
Constraints for the optimization problem include the system
model, maximum values that each state can attain, and the time-

delay bound to ensure stable operation. Overall, the integrated
control–communication optimization problem can be expressed
as follows:

minimize J =

{∑
n∈N
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x(n)

ref −x(n)
k+1

)′
Z(n)

(
x(n)
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(lnj)
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)
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)}
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j �=n j∈N ∀n (1b)

x(n)
k+1−x(n)
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τ
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k ≤Dmax ∀lnj (1d)(
clnj
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where x(n)
k represents the states of the nth module,

x(j)
k (−τ

(lnj)
k ) represents the delayed states of the other mod-

ules, i represents its switching states, x(n)
ref are the references,

Z (> 0) is a positive-definite diagonal weighting matrix, A(n)
0i ,

A(n)
1i , and B(n)

i are switching-state-dependent matrices of ap-
propriate dimensions and are described in [16] and [18], and
fn is a map of the states of the nth module at time instant
(k + 1), given the states of the module at time instant (k) and
the delayed states of the other modules. Also, 1 is the vector
with all its entries equal to unity, and Dmax is the time-delay
bound. In (1f), � represents componentwise inequality.

Next, dual variables ϕn, ψn, ∀n, and λlnj
, πlnj

, ∀lnj , for
the constraint sets (1b), (1c) and (1d), (1e), respectively, are
introduced. Using the dual representation, the Lagrangian for
the optimization problem in (1) is given in (2), as shown at
the bottom of the page. After rearranging the terms in (2), the
problem can be rewritten as (3), shown at the bottom of the next
page. The elements of (3) constitute the distributed control and
communication subproblems.
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(2)
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A. Distributed Control Subproblem

The goal of the control subproblem is to determine the set
of feasible switching sequences [16] and the time spent in each
switching state of the sequence [9] for all the modules, which
minimizes the control cost function

Jcontrol =
∑
n∈N

((
x(n)

ref − x(n)
k+1

)′
Z(n)

(
x(n)

ref − x(n)
k+1

))
.

From (3), the following distributed control subproblem can be
obtained:

minimize∑
n∈N

((
x(n)
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k+1

)′
Z(n)
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ref − x(n)
k+1

)

+ (ψn − ϕn)x(n)
k+1 − ψnx(n)

max

+ ϕni
fn

(
A(n)

0i ,A(n)
1i ,B(n)

i ,x(n)
k ,x(j)

k

(
−τ

(lnj)
k

)) )

s.t. x(n)
k+1 ≥ 0 ∀n. (4)

For the distributed implementation of (4), each module requires
information from other modules of the network because of
the presence of the coupling terms in the control problem of
each module. Contributions of the states x(n)

k (−τ
(lnj)
k ) from

the other modules are assumed to be a lumped disturbance,
which is updated using the information exchange through the
communication network. Each of the distributed subproblems
in (5) can be solved using quadratic programming.

B. Distributed Communication Subproblem

The communication subproblem has three components: rate,
power, and delay optimization problems. Each of these prob-
lems is solved independently as discussed in the following.

1) Rate Allocation Problem:

minimize
∑

lnj∈L

(
λlnj

r
(lnj)
k − Ur

(
r
(lnj)
k

))

s.t. Rmin(lnj) ≤ r
(lnj)
k ∀lnj . (5)

The aforementioned problem is separable and can be solved in
closed form using Karush–Kuhn–Tucker conditions [25]. The
solution for the objective function

Ur

(
r
(lnj)
k

)
= log

(
r
(lnj)
k

)
∀r

(lnj)
k

is given by

r
(lnj)∗
k =

{
Rmin(lnj), if Rmin(lnj) ≥ 1

λlnj(
λlnj

)−1
, otherwise.

(6)

The choice of the optimal rate reduces to the selection of the
minimum rate required or the inverse of the link prices (in the
form of dual variables), depending on whichever is larger.

2) Power Allocation Problem: The power allocation prob-
lem for each link is a coupled and nonconvex geometric pro-
gram and is expressed as

minimize −
∑

lnj∈L

λlnj

(
clnj

(Pk)
)

s.t. 1Pmax � Pk � 0. (7)

By using the “log” transformation and change of variables, the
problem is converted into a convex program [26]. The iterative
link power update is given by (8), as shown at the bottom of
the page, where βP is the step size and γlnj

is the channel gain
from the transmitter of node j to the receiver of node n.
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3) Delay Minimization Problem: The delay minimization
problem given by

minimize
∑

lnj∈L

(
WUτ

(
τ

(lnj)
k

)

+ πlnj

(
τ

(lnj)
k − Dmax

)
+ λlnj

μlnj

τ
(lnj)
k

)
(9)

is decomposable into individual link delay problems. The prob-
lem in (9) is a convex program for Uτ (τ (lnj)

k ) = (τ (lnj)
k )κ,

κ > 1. It should be mentioned here that the decomposability of
the aforementioned problem is due to the availability of direct
communication between the sender and the intended receiver.
The more general case of a multihop network is not decompos-
able due to the presence of linear coupling constraints, and a
gradient projection algorithm can be used.

C. Dual Problem

The dual problem associated with the primal optimization
problem in (1) [27] is given by

maximize g(ψ,ϕ,π,λ)

s.t. ψ,ϕ,π,λ � 0 (10)

where g(ψ,ϕ,π,λ) = L(x∗,u∗,d∗, r∗,P∗,ψ,ϕ,π,λ). The
updates for the dual variables ψ, ϕ, π, and λ are obtained
by evaluating the subgradients of g(ψ,ϕ,π,λ) with respect to
each of the dual variables and are given by (11a)–(11d), shown
at the bottom of the page.

III. CASE ILLUSTRATION: PARALLEL INVERTER NETWORK

In this section, the application of the integrated control–
communication optimization framework to a homogeneous par-
allel inverter network, as shown in Fig. 2, is evaluated. Nominal
parameters of one of the modules are provided in Table I.
The piecewise linear model of each module in the synchro-
nous reference frame, which is used to derive the map (1b),
is described as

ẋ(n) = A(n)
0i x(n) + A(n)

1i x(j)
(
−τ (lnj)

)
+ B(n)

i (12)

Fig. 2. Block diagram of a six-module parallel inverter network with the com-
munication interface and wireless network for exchanging control information.

TABLE I
PARAMETERS OF A SINGLE MODULE OF

THE THREE-PHASE INVERTER NETWORK

where

x(n) =
[
i
(n)
d i

(n)
q i

(n)
z v

(n)
d v

(n)
q v

(n)
z

]T
represents the states of the nth inverter module in the synchro-
nous reference frame and A(n)

0i , A(n)
1i , and B(n)

i are switching-
state-dependent matrices of appropriate dimensions. Detailed
descriptions of these matrices are given in [16] and [18]. For
the results provided in this section, n = 1 − 6. The map (1b)

ϕn(k + 1) = max
{

0, ϕn + βϕ

(
fn

(
A(n)

0i ,A(n)
1i ,B(n)

i ,x(n)
k ,x(j)

k

(
−τ

(lnj)
k

))
− x(n)

k+1

)}
∀n (11a)

ψn(k + 1) = max
{

0, ψn + βψ
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k+1 − x(n)
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)}
∀n (11b)
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can be derived by patching together the solutions of (12) for all
the switching states (i).

Control objectives of the parallel inverter include voltage
regulation and load sharing among the inverter modules. The
reference vector for the nth inverter module is given by
x(n)

ref = 
Iref
d Iref

q Iref
z V ref

d V ref
q V ref

z �. Here, symbol
V ref

d is the d-axis reference voltage, Iref
d = (1/N)

∑N
n=1 i

(n)
d

and Iref
q = (1/N)

∑N
n=1 i

(n)
q are the averaged d- and q-axis

currents of N inverter modules, and Iref
z , V ref

q , and V ref
z are

all equal to zero. The current reference for each module is de-
termined using information exchange among all of the inverter
modules. The weighting function Z(n) for the nth module is a
6 × 6 diagonal matrix, whose diagonal elements are z

(n)
1 = 10,

z
(n)
2 = 10, z(n)

4 = 5, and z
(n)
3 = z

(n)
5 = z

(n)
6 = 0. Variations of

the weights on the performance of the parallel inverter will be
investigated later in Section III-A.

In this section, three scenarios are investigated, as shown in
Fig. 3. The transmission schedules for these three cases (corre-
sponding to N = 6) are shown in Fig. 4. Fig. 3(a) shows a cen-
tralized scheme, where a master module receives state-feedback
information from all the modules of the network, computes
the optimal switching sequences, and transmits them to each
module. Because information exchange with the master module
takes place via broadcast-based time-division multiple access,
as shown in Fig. 4(a), this scheme is referred to as centralized-
broadcast TDMA (CBTDMA). Here, M denotes the master
module. On the other hand, Fig. 3(b) shows a distributed
control scheme, where all of the modules exchange informa-
tion with each other via broadcast-based TDMA, as shown in
Fig. 4(b). This scheme is referred to as the distributed-broadcast
TDMA (DBTDMA). Finally, Fig. 3(c) shows a case where
the distributed control is implemented over a network, where
many-to-many communication can take place. Fig. 4(c) shows
a spatial TDMA-based transmission schedule [28], [29] for
information exchange among the modules. Here, the channels
marked with the same colors can communicate simultane-
ously and therefore interfere with each other’s communica-
tion. Averaged information of the states (represented as 〈·〉
in Fig. 4) is exchanged across the clusters. This scheme is
referred to as distributed spatial TDMA (DSTDMA) in the rest
of this paper. Note that, in Fig. 4, the additional time required
to synchronize the modules for the DSTDMA case has not
been shown.

First, in Section III-A, using simulation results, the need
for an integrated control–communication strategy is established
for the DSTDMA case. Subsequently, in Section III-B, experi-
mental results demonstrating the application of the integrated
control–communication optimization scheme are presented
and compared with the performances for the CBTDMA and
DBTDMA cases.

A. Simulation Results

Fig. 5 shows the variations of the load-sharing error and
the network throughput with variations of the number of mod-
ules for the case of DSTDMA. Note that these results are
obtained using dynamic simulations in the SimPowerSystems

Fig. 3. Schematics illustrating the connectivity of the communication net-
works (for N = 6) under investigation. (a) CBTDMA. (b) DBTDMA.
(c) Distributed many-to-many spatial TDMA [29] schemes. Note that the links
marked with the same colors can communicate simultaneously.

Version 4.0 toolbox of Simulink. Fig. 5 shows that the control
system performance deteriorates with an increase in the number
of modules for the three cases shown in Figs. 3 and 4. In
this figure, the load-sharing error is calculated with respect
to the overall load. The increase in the load-sharing error can
be attributed to the parametric differences among the modules
and increase in the time delay to sustain more communication
overhead. However, for the DSTDMA case [Fig. 5(c)], the
effective throughput of the communication network increases
with an increase in the number of modules, which means that
the network operates closer to its capacity. Note that, here, the
network throughput is defined as the sum of the rates that can
be sustained by each communication session and is given by∑

lnj
r
(lnj)∗
k . An increased network throughput might be desir-

able for applications where network size scalability is required.
Because the two problems are noncooperative, the results
illustrate the need for an integrated control–communication
optimization scheme.
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Fig. 4. Comparison of the transmission schedules (for N = 6) of (a) CBTDMA, (b) DBTDMA [Fig. 3(a)], and (c) distributed many-to-many spatial TDMA
[Fig. 3(b)] schemes.

Furthermore, Fig. 6 shows the variations of the load-sharing
error and convergence times with variations of one of the
parameters of the weighting function Z(n). The values of the
other parameters are as follows:

z
(n)
2 = 10 z

(n)
4 = 5 z

(n)
3 = z

(n)
5 = z

(n)
6 = 0.

While increasing z
(n)
1 results in improved convergence times,

the normalized overshoot increases. However, note here that,
because of constraint (1c) in the control scheme, this over-
shoot does not increase beyond the maximum ratings of the
components. These results illustrate that a tradeoff study would
be helpful to determine the different weights. Similar tradeoff
studies were performed to select the other values of the weight-
ing function as well.

Next, the variation of the communication-network resource
utilization for different values of the delay weighting factor W
is evaluated. Fig. 7 shows that, for small values of the weighting
factor W , the end-to-end delay and Dmax (the maximum end-
to-end delay threshold) are close. As W increases, higher delay
margins are obtained at smaller values of Dmax, as shown in
Fig. 8. The optimal end-to-end-delay performance in Fig. 7
also shows that, for a Dmax higher than a specific value (e.g.,
0.005 s for W = 100), a further increase in Dmax does not
increase the network throughput. The desired network through-
put performance can be obtained by adjusting the weight
factor W .

B. Experimental Results

Next, using experimental results, the performance of the
parallel inverter network with the three schemes shown in
Fig. 3 is evaluated. The experimental setup for evaluating the
performance of the parallel inverter network is shown in Fig. 9.

A digital control platform is used, which contains a DSP (TI
TMS320C6713) and a field-programmable gate array (Altera
Flex10K Series). The set of feasible switching sequences [16]
is computed offline and is used subsequently for solving the
distributed control subproblem described in Section II-A. A
MicroLinear ML 2722 1.5-Mb/s transceiver that operates in
the unlicensed 900-MHz industrial, scientific, and medical fre-
quency band is used and allows half-duplex communication.
The algorithm for the communication network subproblem is
solved beforehand using some dummy data packets.

Fig. 10 shows a small degradation in the performance of
the power network for the DSTDMA case compared to the
DBTDMA case. This can be attributed to higher time delays
because of interference among the channels during simultane-
ous communications. The results follow the simulation results
presented in Section III-A. Because the network throughput
for the interference-limited case is significantly higher than
for the broadcast-based communication case (Fig. 5), the inte-
grated control–communication scheme might be more suitable
from the point-of-view of network scalability. The significant
increase in the convergence times for the CBTDMA case can
be attributed to the increased computation times, as shown
in Fig. 11. Note that, for these results, the centralized in-
tegrated control–communication optimization problem is im-
plemented on the same platform as the distributed case. If a
computationally more powerful processor is used, the perfor-
mance obtained with the centralized architecture is expected to
improve.

IV. SUMMARY AND CONCLUSION

In this paper, it is demonstrated that, for a networked control
scheme implemented over an interference-limited communi-
cation network, the optimal operating points of the control
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Fig. 5. Simulation results illustrating the variation of the load-sharing er-
ror and the network throughput with the number of inverter modules for
(a) CBTDMA, (b) DBTDMA, and (c) DSTDMA cases.

system and the communication network do not necessar-
ily coincide. For such noncooperative systems, an integrated
control–communication optimization framework is described
that achieves an optimal compromise between the conflicting
requirements of the control and communication networks while
operating within the stability bounds of the power network
and the capacity bounds of the communication network. A
case illustration of a homogeneous parallel inverter network is
presented in this paper. The performance of the distributed con-
trol scheme with many-to-many communications using spatial
TDMA and the integrated control–communication framework

Fig. 6. Simulation results for N = 6 illustrating the variations of the load-

sharing error and convergence times with variation of z
(n)
1 , which is one of the

parameters of the weighting function Z(n).

Fig. 7. Throughput performance of the delay-throughput tradeoff for varying
weights W .

Fig. 8. Optimal end-to-end delay performance of the framework providing
delay-throughput tradeoff for varying weights W .

is compared with centralized- and distributed-broadcast-based
TDMA schemes.

The results indicate that joint optimization may not be nec-
essary if the communication protocol does not yield channel
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Fig. 9. (a) Experimental setup consisting of six inverter modules connected
in parallel. (b) Digital controller interface for implementing the integrated
control–communication optimization problem.

interference. For instance, in the one-to-many transmission
schemes (i.e., CBTDMA and DBTDMA), one can increase
network throughput by enhancing the rate of data transmission.
However, since each nodal packet is transmitted one at a time,
there is no interference, and hence, delay can be simultaneously
reduced. On the other hand, for the interference-limited many-
to-many scheme (DSTDMA), a joint optimization issue arises
because increasing the network throughput (due to simultane-
ous transmission) comes at the price of the end-to-end delay due
to channel interference leading to a direct effect on the control
stability and performance.

The distributed control methodology outlined in this paper
can be potentially applied to both homogeneous and heteroge-
neous power networks. Compared to the centralized scheme,
the computational complexity of the distributed scheme is
lower; however, for the latter, the amount of information ex-
change may be the limiting factor. As outlined in this paper,

Fig. 10. Experimental results illustrating the variations of (a) the normalized
convergence time and (b) load-sharing errors of the homogeneous inverter
network.

Fig. 11. Comparison of the computation time required to experimentally solve
the optimization problem at each module for the centralized and distributed
implementations. Note that the entire centralized problem is solved at a single
master module.

clustering can be a way around this problem. While the basic
mechanism of the distributed control for the heterogeneous
and homogeneous power networks is similar, the issue of
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scalability may have to be addressed differently. For instance,
while in a homogeneous network, commonality of function-
ality can be exploited for the geographical clustering of the
control–communication network, in a heterogeneous network,
one may need to focus on the existence of spatial correlation as
a possible means for clustering.
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