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Self-Triggered Communication Enabled Control
of Distributed Generation in Microgrids

Muhammad Tahir, Member, IEEE, and Sudip K. Mazumder, Senior Member, IEEE

Abstract—Efficient utilization of distributed generation (DG)
resources in a microgrid requires coordinated control, which
can be realized using multiagent-based system model. The coor-
dinated control requires information exchange among the dis-
tributed agents, which can be implemented using either periodic
or need-based aperiodic data transmission. For reducing the data
communication requirements among the agents, an aperiodic self-
triggered communication-based coordinated control is proposed.
Centralized as well as distributed self-triggered coordinated con-
trol is implemented. The performance evaluation results show that
self-triggered aperiodic communication requires lower data rates,
while delivering the same performance as that of periodic sampled
data control.

Index Terms—Communication network, distributed generation
(DG), microgrid, self-triggered control.

I. INTRODUCTION

E FFECTIVE integration of multiple distributed generation
(DG) units in microgrids plays an important role in the

realization of smart-grid. For efficient utilization of each DG,
a multilevel control is used. The primary control is responsible
for maintaining the voltage and frequency stability, whereas the
secondary control can be used to control the active and reactive
power flow from the DG. Conventionally, the secondary con-
trol in a microgrid is based on a centralized control structure
using periodic data transmissions, which requires higher com-
munication rates and is prone to single point of failure. System
reliability for secondary control in microgrids can be improved
by using a distributed coordinated control approach.

For realizing the coordinated control of multiple DGs in
microgrid, a multiagent-based system architecture can be
employed [1]. In a multiagent system model of microgrid, each
DG is considered as an agent. Multiagent-based systems have
been used for load restoration [2] as well as power system
secondary control [3]. Multiagent-based coordinated control
has also successfully been used for power regulation in a
multiple solar-cell-based distributed power generation system
[4]. In addition, coordinated control using multiagent systems
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has been proposed in [5] and has been applied to microgrids
recently [6].

In coordinated multiagent control, the agents need to com-
municate with each other to exchange control and status
information. Conventionally, for sampled data systems, the
information is exchanged periodically among the agents. For
a given sampling interval, the agent’s state error is large at
the next sampling instant, when there is a transient and cor-
respondingly the sampling rate is chosen to meet the state error
bound for the worst case transient. Using the same sampling
rate for both transient and steady state results in large data
transmission rates. On the other hand, due to network band-
width constraint, an efficient use of underlying communication
infrastructure is important from the system scaling perspective
[7], [8]. In this context, employing need-based data exchanges
among the agents, resulting in aperiodic information exchange
has clear advantages compared to periodic data exchanges. The
aperiodic data exchange can be realized using either event-
triggered or self-triggered approach. Aperiodic event-triggered
control of multiagent systems have been proposed recently [1],
which provides the advantage of reduced communication while
meeting the performance requirements.

Event-triggered data communication among multiple agents
is reactive in nature and generates a response when the system
state has deviated more than a certain threshold from a nominal
value. On the other hand, self-triggered communication fol-
lows a proactive approach, which evaluates the next information
exchange instance ahead of time. For event-triggered communi-
cation, continuous monitoring of the state variables is required,
which results in a significant computational overhead. However,
this is not the case for self-triggered communication, where
agent states are only observed at the triggering instances [1].
Based on these facts, we have selected self-triggered mecha-
nism for performing data communication among the agents in a
multiagent-based microgrid for performing secondary control.

The continuous monitoring of the states in event-based con-
trol allows it to respond quickly in case of a larger disturbance.
On the other hand, the self-triggered control can not respond
immediately to disturbance. This is due to the fact that the
next control update time instance is precomputed at the current
time instant and state is not observed in between the two time
instances.

This paper is organized as follows. In Section II, sys-
tem architecture, detailing the communication network, and
the control structure of the DG are outlined. The coor-
dinated control of DGs in a microgrid, using multiagent-
based self-triggered mechanism, is discussed in Section III.
The performance evaluation results of the proposed approach
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Fig. 1. (a) Centralized and (b) distributed control architecture and the cor-
responding information communication in a microgird with multiple DG
systems.

are provided in Section IV and we conclude our findings
in Section V.

II. MICROGRID SYSTEM ARCHITECTURE

An arbitrary microgrid can have multiple DGs. The effective
integration of DGs in a microgrid requires a hierarchical con-
trol involving primary (local) as well as secondary and tertiary
(global) control of these resources [9]. The job of primary con-
troller is to maintain the frequency and voltage stability, and
can be achieved using fast local control [10], [11]. Response
to any deviations to the voltage and frequency of the DGs is
achieved by the secondary control, which is responsible for
maintaining the references for the primary controller. In addi-
tion, the secondary control is also responsible for maintaining
the active and reactive power flows from the DGs in a micro-
grid. It is worth mentioning that the microgrid can either operate
in islanded mode or in grid connected mode. The frequency ref-
erence in islanded mode is generated locally, while in case of
grid connected mode it is derived from the grid.

One possible solution to implement the secondary control is
based on centralized structure, which requires each DG to com-
municate with a central controller, and can be realized using
star communication structure. In star topology, a communica-
tion link exists between all DGs and the central controller as
shown in Fig. 1(a). It is important to mention that one of the
DGs can also serve the functionality of central controller. An
alternative solution to this approach is based on a distributed
control structure [10]. This distributed control requires only
the neighboring DGs to communicate with each other to per-
form secondary control. The notion of neighbor is defined based
on the existence of a link between the pair of DGs. The DGj

and DGm are regarded as neighbors when they can communi-
cate with each other. This scenario is illustrated in Fig. 1(b). A
coordinated control of multiple DGs can be implemented either
in centralized or distributed manner and requires to exchange
active and reactive power parameters.

Fig. 2. Agent structure and communication interaction among the agents.

A. Communication Network Model

To implement the above-mentioned control architectures, we
consider a collection of N DGs and define the corresponding set
N = {1, 2, . . . , N}. Each DGj has an associated set of neigh-
boring DGs denoted by Nj ⊂ N . The set Nj includes all the
DGs,which can communicate with DGj and we assume that the
underlying communication link is bidirectional. This scenario
can be modeled using an undirected graph G = {N,E}, where
E is the set of communication links among the communicating
pairs of DGs.

For the graph G, we define an N ×N adjacency matrix
A = A(G). Each entry aj,m ∈ A is set to 1 if we have (j,m) ∈
E, i.e., the corresponding communication link between DGj

and DGm exists and to 0 otherwise. If aj,m = 1, then we call
DGj and DGm to be adjacent. From the communication per-
spective, the degree dj of a DGj is defined as the number
of adjacent DGs to it and is given by dj =

∑
m∈Nj ,m �=j aj,m

∀j. Let D ∈ RN×N is the diagonal matrix with entries dj , j ∈
{1, 2, . . . , N} and is called the degree matrix of graph G. Now,
we can define the graph Laplacian matrix as L = D −A. The
matrix L has all the row sums equal to zero, i.e., L1 = 0,
where 1 is the vector of all ones. In the context of self-triggered
communication, it is assumed that the information transmission
delay among DGs is much smaller compared to the controller
output update interval.

The agent structure to model DG and the communication
interface for interactions among the agents is shown in Fig. 2.
The structure of the agent has multilevel control, with local
parameter sensing and actuation capability. In addition, the
agent can switch between the islanded and grid connected
modes of operation.

B. Control Structure of a DG

For the case of active and reactive power flow control
from each DG, we can consider a coordinated control prob-
lem, where the neighboring DGs exchange their local power
flow information to determine their share of power delivery to
the grid. Specifically, let P̃j and Q̃j denote, respectively, the
actual active and reactive powers delivered by the DGj to the
microgrid. To maintain the power balance in a microgrid, it is
required that

∑
j P̃j = PL and

∑
j Q̃j = QL, where PL and

QL are the load active and reactive power requirements, respec-
tively. It is important to realize that, specifically such a power
balance in a microgrid is only possible in islanded mode of
operation. In grid connected mode, the DGs in microgrid are
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Fig. 3. Secondary control system architecture for the DG system in a microgrid.

usually responsible for partial power delivery and the remaining
power is contributed by the utility. Let cPj

and cQj
are the scal-

ing coefficients to define scaled active power Pj and reactive
power Qj as

Pj = cPj
P̃j

Qj = cQj
Q̃j ∀j. (1)

The scaling coefficients allow to have equal scaled power allo-
cations to different DGs, while the actual power allocations
being different. The use of scaling coefficients is extended
in Section III-C, to account for uncertainties when renewable
energy sources (RES) are used.

In a microgrid, the power from a DG is delivered to the
grid using power electronic converters, which may be operat-
ing as voltage source inverters (VSI) or current source inverters
(CSIs). The primary control in a DG is responsible for proper
operation of these power-electronic converters. Fig. 3 illustrates
one such inverter-based DG with current control implemen-
tation. The reference signals for the current control loop are
generated by the DG’s power flow assignment based on the
consensus achieved by different DGs in a microgird. In other
words, each DG’s secondary controller communicates with
the neighboring DGs, and uses the received information to
determine the reference parameters for primary controller. To
achieve the power consensus among different DGs the power
update control law, for DGj is defined as

ΔPj(t
j
k) =

1

|Nj |
∑

m∈Nj

(Pm(tmk )− Pj(t
j
k))Δtjk. (2)

In (2), ΔPj quantifies the difference in the power delivered
by DGj and the average power delivered by its neighbors
at time instant tjk. Using different time instants for sampling
power parameters at each DG will not mandate synchronization
among the DGs and will allow distributed implementation. For
centralized implementation, it is required that all the DGs have
the same sampling instant, i.e., tmk = tjk ∀m, assuming DGj is

responsible for implementing the centralized controller as well
as synchronization among the DGs. A corresponding expres-
sion for reactive power update control law can be obtained
along the same lines. The ΔPj and correspondingly ΔQj are
used to generate the reference signals as can be observed from
the control structure block diagram shown in Fig. 3. Let Lj is
the jth row vector of Laplacian matrix then the expression in
(2) can be rewritten as

ΔPj

Δtjk
= − 1

|Nj |LjP (3)

where P is the vector of DG’s powers defined as
P = [P1 P2 · · · PN ]T at their corresponding time instances.
Ensuring Δtjk is small for ∀k, ΔPj

Δtjk
can be approximated by

Ṗj . We further simplify the notation by defining L̃j =
1

|Nj |Lj ,
which can be considered as the normalized Laplacian. Using the
definition of L̃j , now we can write the power update control for
all the DGs as

Ṗ = −L̃P . (4)

The overall control signal, u′
Pj

for DGj , as can be observed
from Fig. 3, is given by

u′
Pj
(t) = li

(
lP

(
Ṗ
)
− idj

)
. (5)

In (5), lP (.) and li(.) are, respectively, linear compensators or
controllers for active power and currents, whereas idj

is the
active current supplied by DGj . The active power control signal
uPj

is given by

uPj
(t) = Ṗj(t). (6)

Combining (4) and (6), we have

uP (t) = −L̃P (t). (7)
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The control law in (7) is responsible for ensuring that all
the DGs meet the microgrid power requirements in a coordi-
nated manner by exchanging necessary information among the
neighboring DGs.

The convergence performance of power consensus among
different DGs can be analyzed using spectral graph theory. In
particular, the spectral properties of Laplacian matrix play an
instrumental role in analyzing the convergence performance
[12]. For an undirected graph, the matrix L̃ is symmetric
with the eigenvalues λj , j ∈ {1, 2, . . . , N} all being real. The
ordered sequence of eigenvalues is bounded as 0 = λ1 ≤ λ2 ≤
· · ·λN ≤ 2. When G is a connected graph, then the second
smallest eigenvalue is strictly positive, i.e., λ2 > 0. The rate of
convergence of the consensus algorithm depends on the value
of λ2 [12], a larger value leads to faster convergence rate.

III. COORDINATED CONTROL OF DGS IN A MICROGRID

If one of the DGs is connected to all other DGs in a micro-
grid then it possible to implement centralized power control.
If this is not the case, we can have a distributed implementa-
tion. These two possible power control solutions were discussed
below. For implementing the coordinated power control dis-
cussed in the previous section, power information is exchanged
either with the central controller or among the neighboring
DGs depending on the type of controller used. Based on the
advantages discussed above, self-triggered-based information
exchange mechanism is used.

A. Centralized Control of DGs

In the centralized implementation, the power parameters are
received from all the DGs at DGj , which is responsible for
implementing the power control. In self-triggered-based infor-
mation communication, the controller at DGj has to perform
the following two tasks.

1) Update the power control output uPl
∀l and convey this

information to all DGs.
2) In addition, the controller determines the next time instant

at which the next control action is to be performed.
The control output uP (t) is updated at the discrete time

instance corresponding to current update and is held constant,
similar to the zero-order hold, till the next control update. This
fact can be stated as uP (t) = uP (tk) ∀t ∈ [tk, tk+1). Based on
this fact, the expression in (8) can be rewritten as

uP (t) = L̃P (tk). (8)

The actual power P (t) delivered by DGs continuously varies
with time and correspondingly the error in power state vari-
ables, with respect to the last control action applied, can be
defined as e(t) = P (tk)− P (t) for t ∈ [tk, tk+1) and e(t) =
[e1 e2 · · · eN ]t. To quantify the effectiveness of coordinated
power control, a Lyapunov function V (t) = 1

2P
T (t)L̃P (t) is

considered [13]. Then, we have

V̇ (t) = P T (t)L̃Ṗ (t). (9)

Now using the fact that uP (t) = Ṗ (t) and combining it with
the expression in (8), we can rewrite (9) as

V̇ (t) = −P T (t)L̃L̃P (tk). (10)

Substituting P (tk) = P (t) + e(t), the expression in (10)
becomes

V̇ (t) = −‖L̃P ‖2 − P T (t)L̃L̃e(t) (11)

where ‖ · ‖ is the Euclidean norm. Introducing a scaling coeffi-
cient ρ, ρ ∈ (0, 1), we define the error bound as

‖L̃‖‖e(t)‖ ≤ ρ‖L̃P ‖. (12)

For self-triggered information exchange among the nodes,
the next time instant for information transmission and con-
trol update is precalculated at the current time. For t ∈
[tk, tk+1), we have by definition P (t) = −L̃P (tk)Δtk +
P (tk), where Δtk = t− tk, t ∈ [tk, tk+1). Using this fact, the
error e(t) becomes L̃P (tk)Δtk and the expression in (12) can
rewritten as

‖L̃P (tk)‖Δtk ≤ ρ
‖− L̃2P (tk)Δtk + L̃P (tk)‖

‖L̃‖ . (13)

An upper bound for t, which equals tk+1, can be obtained by
solving (13) for Δtk and setting Δtk = tk+1 − tk. To obtain
this upper bound, the inequality in (13) is converted to an
equality and then can be written as

‖L̃P (tk)‖2‖L̃‖2(Δtk)
2 = ρ2‖L̃P (tk)− L̃2P (tk)Δtk‖2.

(14)

Rearranging the terms in (14), after expanding the expression
on right, we obtain

(
‖L̃P (tk)‖2‖L̃‖2 − ρ2‖L̃P (tk)‖2

)
(Δtk)

2 − ρ2

‖L̃2P (tk)‖2 + 2ρ2(L̃P (tk))
T L̃L̃P (tk)(Δtk) = 0. (15)

Now solving (15) for Δtk, we obtain

Δtk =
γ − ρ2(L̃P (tk))

T L̃L̃P (tk)

‖L̃P (tk)‖2‖L̃‖2 − ρ2‖L̃P (tk)‖2
(16)

where γ is defined as

γ =
{
ρ2‖(L̃P (tk))

T L̃L̃P (tk)‖2 − (‖L̃2P (tk)‖2)(
‖L̃P (tk)‖2‖L̃‖2 − ρ2‖L̃P (tk)‖2

)} 1
2

. (17)

B. Distributed Control of DGs

In case of distributed implementation, only neighboring DGs
communicate with each other and update their respective active
and reactive powers. Let tj0, t

j
1, . . . , t

j
k, . . . , denote the control



TAHIR AND MAZUMDER: SELF-TRIGGERED COMMUNICATION ENABLED CONTROL OF DISTRIBUTED GENERATION IN MICROGRIDS 445

update time instances for DGj . The power measurement error
for DGj is defined by

ej(t) = Pj(t
j
k)− Pj(t) (18)

where t ∈ [tjk, t
j
k+1). The DGj control update using distributed

implementation can be defined as

uPj
(t) =

∑
m∈Nj

Pm(tmkm(t))− Pj(t
j
k). (19)

In (19), tmkm(t) = min{r∈N:tmr ≤t}(t− tmr ) where N represents
the set of natural numbers. In other words, tmkm(t) is the latest
update time for DGm. The control signal uPj

(t) is recomputed
not only on its own update times tj0, t

j
1, . . . , but also at the

update times of its neighbors tm0 , tm1 , . . . ∀m ∈ Nj . Using the
definition of tmkm(t), it can be implied that

Pm(tmkm(t)) = Pm(t) + em(t). (20)

Define yj(t) = L̃jP (t), which can be rewritten as

yj(t) = Pj(t)− 1

|Nj |
∑

m∈Nj

Pm(t). (21)

Combining yj(t) from above expression with (9), we obtain

V̇ (t) = −
∑
j

y2j (t)−
∑
j

∑
m∈Nj

yj(t)(ej(t)− em(t))

= −
∑
j

(y2j (t) + |Nj |yj(t)ej(t))

+
∑
j

∑
m∈Nj

yj(t)em(t). (22)

Now using the inequality 2|x1x2| ≤ cx2
1 +

1
cx

2
2, c > 0 with

(22), we obtain

V̇ (t) ≤−
∑
j

(y2j (t)− c|Nj |y2j (t)) +
∑
j

|Nj |
2c

e2j (t)

+
∑
j

∑
m∈Nj

1

2c
e2m(t). (23)

Due to the symmetry of L̃, the last term on right-hand
side in (23) can be simplified as

∑
j

∑
m∈Nj

1
2ce

2
m(t) =∑

j
|Nj |
2c e2j (t). It should be noted that the expression in (23) is

upper bounded by 0. Now ensuring 0 < c < 1
|Nj | ∀j ∈ N and

introducing a scaling constant ρj 0 ≤ ρj ≤ 1, the expression in
(23) can be rewritten as

e2j (t) ≤ ρj
c(1− c|Nj |)

|Nj | y2j (t). (24)

Starting with expression Ṗj(t) =
1

|Nj |
∑

m∈Nj
(Pm(tmkm(t))−

Pj(t
j
k)), it can be expanded to

Pj(t) = − 1

|Nj |
∑

m∈Nj

(Pj(t
j
k)− Pm(tmkm(t)))(Δtjk) + Pj(t

j
k).

(25)

In (25), Δtjk = t− tjk for t ∈ [tjk, t
j
k+1). Defining δj =

1
|Nj |

∑
m∈Nj

(Pj(t
j
k)− Pm(tmkm(t))) and substituting (25) in

(21), we obtain

yj(t) = − 1

|Nj |
∑

m∈Nj

(−δm(t− tmkm(t)) + Pj(t
m
km(t))

+ δjΔtjk − Pj(t
j
k))

= −δjΔtjk +
1

|Nj |
∑

m∈Nj

(Pj(t
j
k)− Pj(t

m
km(t)))

+
1

|Nj |
∑

m∈Nj

δm(t− tjk + tjk − tmkm(t)) (26)

which is simplified to

yj(t) =

⎛
⎝ 1

|Nj |
∑

m∈Nj

δm − δj

⎞
⎠Δtjk

+ δj +
1

|Nj |
∑

m∈Nj

δm(tjk − tmkm(t)). (27)

By denoting Ωj = δj +
1

|Nj |
∑

m∈Nj
δm(tjk − tmkm(t)) and

δ′j =
1

|Nj |
∑

m∈Nj
δm − δj in the expression in (27) and sub-

stituting it in (24), we obtain

e2j (t) ≤ ρj
c(1− c|Nj |)

|Nj | (δ′jΔtjk +Ωj)
2. (28)

Denoting ηj =
c(1−c|Nj |)

|Nj | and using ej(t) = Pj(t)− Pj(t
j
k),

(28) becomes

(Pj(t)− Pj(t
j
k))

2 ≤ ρjηj(δ
′
jΔtjk +Ωj)

2. (29)

Using (25) and definition of δj , we can rewrite (28) as

(δj(Δtjk))
2 ≤ ρjηj(δ

′
jΔtjk +Ωj)

2 (30)

which after rearranging the terms can be written as

(δ2j − ρjηjδ
′2
j )(Δtjk)

2 − 2ρjηjΩjδ
′
j(Δtjk) ≤ ρjηjΩ

2
j . (31)

The upper bound for Δtjk is obtained by solving (31) for
equality and results in

Δtjk =
(ρjηj)

1
2Ωj((ρjηj)

1
2 δ′j ± δj)

δ2j − ρjηjδ′2j
. (32)

For obtaining next update instance, Δtjk is chosen as the
positive solution to (32), which can be obtained as

Δtjk = max

{
0,

(ρjηj)
1
2Ωj

δj − (ρjηj)
1
2 δ′j

,
−(ρjηj)

1
2Ωj

δj + (ρjηj)
1
2 δ′j

}
. (33)

Using similar procedure, the update time instances for the
reactive power control can be obtained as well.
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Fig. 4. System configuration of four DGs along with communication structure.

C. Model Extension

It is quite possible that the DGs in a microgrid are fed from
RES. In that case, the uncertainty due to RES can be incor-
porated in the proposed self-triggered coordinated control by
using a switching network model. A switching network can
be modeled using a dynamic graph [12], which can model the
node or link failures as well as outages due to RES intermit-
tency. Specifically, when the DG in a microgrid is fed from an
RES, then it is quite possible that it can no longer deliver the
power and has to be disconnected from the system. The sce-
nario can be modeled using a dynamic graph, which results in
topology switching of the network. For that purpose, dynamic
graph Gs(t) parametrized by the switching signal s(t) : R → S,
which takes values in the index set S = {1, 2, . . . , s} is
defined. Using the dynamic graph, the expression in (4) can
rewritten as

Ṗ = −L̃(Gα)P (34)

where the topology index α = s(t) ∈ S. The convergence rate
for this dynamic graph is controled by λ∗

2 = minα∈S λ2(Gα)
[12]. Since for the connected graph λ∗

2 > 0, the agent’s state
converge at a rate equal to or faster than λ∗

2, for any arbitrary
switching signal.

The scaling coefficients in (1) can be redefined as an ele-
ment of an indexed set, i.e., cPj

∈ {c(1)P , c
(2)
P , . . . , c

(μ)
P } and

cQj
∈ {c(1)Q , c

(2)
Q , . . . , c

(ν)
Q }. The choice of specific cβP and cγQ,

where β ∈ {1, 2, . . . , μ}, γ ∈ {1, 2, . . . , ν} is based on the cur-
rent operating point of the DG, which can in turn depend
simultaneously on the following.

1) The current power deliverance point of the RES.
2) Any adjustment required by the load active and reactive

power demand, which is achieved by selecting appropri-
ate values of P̃j and Q̃j on the PQ-curve of the RES [14].
The choice of P̃j , Q̃j pair on the PQ-curve of an RES
also allows to tradeoff between active and reactive powers
delivered by the respective RES.

D. Performance Evaluation Results

The coordinated power flow control by these DGs can be
realized using either centralized or distributed implementation.
For simulation results, we have considered a network of four
DGs. Fig. 4 illustrates the connectivity among the DGs. For
information exchange, it is assumed that each DG is equipped
with IEEE 802.15.4-based communication interface. For the
centralized implementation, DG2 assumes the role of central

TABLE I
SYSTEM PARAMETERS USED FOR SIMULATIONS

node. The normalized Laplacian matrix used for the simulation
setup is given by

L̃ =

⎡
⎢⎢⎣

1 −1 0 0
−1/3 1 −1/3 −1/3

0 −1/2 1 −1/2
0 −1/2 −1/2 1

⎤
⎥⎥⎦. (35)

In our implementation, each DG comprises a controller
module, an energy source and a power converter. The con-
troller module consists of first-order linear secondary con-
trollers lP (·), lQ(·) and primary current controller li(·). The
proposed coordinated power control algorithm is implemented
for the microgrid islanded mode of operation. The induc-
tor and capacitor of the output filter, the lP (·), lQ(·), and
li(·) controllers as well as the control law uPj

= Ṗj , all
contribute to the dynamic states of the DG. The system
parameters used to obtain simulation results are tabulated in
Table I.

The information communication requirement, in terms of
packet transmission rate, for self-triggered implementation is
compared with that of periodic sampled data system. In addi-
tion, the packet rate requirement for centralized self-triggered
implementation is also compared against the distributed self-
triggered implementation. For fair comparison between central-
ized and distributed self-triggered implementations, we require
ρj = ρ∀j. The number of packets to be exchanged per iteration
for centralized implementation is proportional to the number
of DGs in the system, i.e., |N |. On the other hand, for dis-
tributed implementation, the number of packets exchanged by
DGj depends on the number of its neighbor DGs, i.e., |Nj | and
the total number of packets for distributed implementation are
proportional to

∑
j |Nj |.

The packet rate requirements for periodic as well as self-
triggered data transmission are compared in Fig. 5. The sam-
pled data packet transmission rate is chosen to meet the worst
case state error requirement corresponding to a transient (as
discussed previously in Section I) and as a result requires
higher packet rate as can be observed from Fig. 5. In addition,
from Fig. 5, it can be observed that distributed implementa-
tion requires a higher packet rate compared to the centralized
case. This can be attributed to the fact that the lower bound for∑

j |Nj | is given by |N |, i.e., each DG has only one neighbor,
which is the minimum requirement to ensure the connectiv-
ity among the DGs. The difference between

∑
j |Nj | and |N |

depends on the average number of neighboring DGs in a micro-
grid and is mainly responsible for the packet rate requirement
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Fig. 5. Packet rate requirement comparison of for centralized and distributed
self-triggered communication with that of sampled data system.

Fig. 6. Absolute power error for DG2 based on (18) for two implementations
of self-triggered mechanism.

gap for distributed and centralized implementations of self-
triggered communication mechanism.

From (18), the power error magnitude |Pj(t
j
k)− Pj(t)| is

responsible for deciding the next triggering time instant for
information exchange among the DGs. In case of distributed
implementation, the next triggering instant for DGj not only
depends on its own power error magnitude but also on its
neighboring DGs error magnitude. On the other hand, for cen-
tralized case, the triggering instant is based on error norm of
all the DGs. A comparison of power error magnitude for dis-
tributed and centralized implementations is shown in Fig. 6.
It can be observed from Fig. 6 that the number of triggering
events is larger for distributed case resulting in higher packet
rate requirement.

The power sharing among different DGs, using distributed
self-triggered communication mechanism, is shown in Fig. 7.
The time update instances based on self-triggered mechanism
correspond to the power jump instances as can be observed
from Fig. 7. At each time instance, the overshoot in the

Fig. 7. Power distribution among the DGs using distributed self-triggered
communication for equal power sharing.

Fig. 8. Power distribution among the DGs using distributed self-triggered
communication with proportional power sharing.

power adjustment is dependent on the gain parameters used
by the linear controllers. The power control result for unequal
power distribution among different DGs is shown in Fig. 8. In
this case, the power delivered by each DG is required to be
proportional to its kVA rating.

Finally, the convergence performance in case of load tran-
sient with unequal load sharing is evaluated for centralized
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Fig. 9. Load transient and the resulting load distribution among different DGs
for the centralized self-triggered implementation. DG2 is assigned the central
node functionality.

self-triggered implementation. For that purpose, the system
load is increased by 20% and the corresponding load increase
for each DG can be observed from the result in Fig. 9. Before
the load transient, all the DGs were delivering power propor-
tionally to their capacity. When the load transient happens, the
resulting increase in the load is also shared proportionately by
each DG as can be seen from Fig. 9.

The distributed implementation of self-triggered mechanism
has the advantage of withstanding the single point of failure.
For instance, if the communication link of the node imple-
menting the centralized controller fails, then no coordination
among the DGs will be possible. One possible solution to
this problem is to have some other DG(s) equipped with cen-
tralized controller capability. In contrast, the failure of the
communication link of an arbitrary DG in case of distributed
implementation allows the remaining DGs to continue function-
ing by coordinating. However, the centralized implementation
has the advantage of reduced communication or packet rate
requirement as verified by the results.

IV. CONCLUSION

Multiagent-based coordinated control can be used for effi-
cient integration of DG resources in microgrid. Self-triggered
aperiodic communication employed for coordinated control
leads to reduced data transmission rates among the agents. Both
distributed and centralized realizations for self-triggered aperi-
odic control have been evaluated and compared against peri-
odic sampled data-based counterpart. A reduction in the data
rate requirement is observed for self-triggered-based consensus
control.

For distributed self-triggered implementation, point to point
communication is performed among the neighboring DGs.
However, in centralized implementation the central DG makes
a control output broadcast to every other DG and is the main
reason for reduced communication rate. Using higher data

rates for information exchange among the DGs can provide
an improved convergence performance for coordinated power
control.
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