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We describe an integrated modeling framework for an interactive power network (IPN) consisting
of a power network (PN) and a wireless communication network (WCN). The PN is modeled us-
ing a set of piecewise linear (PWL) equations. The WCN is modeled using a Markov chain-based
model that can capture the randomness of the communication channel. The impacts of the WCN
are incorporated into the PN models using variable time delays. By formulating a convex optimiza-
tion problem based on a composite Lyapunov function and solving this problem using linear matrix
inequality solvers, we predict the reaching criteria for orbital existence. We investigate the impacts of
time delays due to the wireless network and communication channel disruptions on the reachability
bound, mean square stability, and performance of the IPN. Subsequently, using the integrated mod-
eling framework, we demonstrate the efficacy of a scheme to jointly optimize control performance
and network resource utilization. We demonstrate how communication fault tolerant protocols can
be implemented to ensure that the IPNs operate within their reachability and performance bounds,
despite one or more disruptions in the communication channels. We further demonstrate that when
the WCN is clustered due to communication disruptions, each cluster can optimize its control com-
munication network.

Keywords: communication network, distributed control systems, electric power network, joint op-
timization, linear matrix inequality, Lyapunov stability, Markov-chain model, optimization, piecewise
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© 2010 The Society for Modeling and Simulation International Interactive power networks (IPNs), consisting of intercon-
DOI: 10.1177/0037549709346831 nected power electronic converters have gained significant
Figures 1, 3, 9—17 appear in color online: http://sim.sagepub.com importance in the last several years due to their high reli-
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Figure 1. Schematic and experimental setup of a homogeneous IPN consisting of parallel three-phase inverters. A rotating master-slave
scheme is implemented for load-sharing and requires information exchange among the various nodes

ability, better power quality, and superior dynamic perfor- the effectiveness of a wireless communication-based net-
mance. However, for effective control of such IPNs, con- work control system (NCS) for IPNs [3, 4-6], as shown
trol information has to be exchanged among the various in Figure 1. Because the wireless NCS does not require
modules [1, 2]. Recently, the authors have demonstrated physical connection among the modules, such a scheme
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Figure 2. (a) The state transition diagram for the three possible
network operating states: nominal network (NN), (b) rerouted net-
work (RN), or (c) clustered network (CN). (b) Timing diagram of
delays experienced by the network operating in three different
states

can be used to implement redundant/reconfigurable con-
trol networks, like the droop method, while ensuring that
the voltage regulation and load sharing performance of the
IPN is not compromised [7, 8].

However, because wireless communication networks
(WCNs) are implemented over free space, such NCSs are
susceptible to communication channel disruptions due to
physical changes in the channel, interference from other
sources or due to rogue nodes. Such disruptions increase
the delay (in information exchange among the modules)
and could have a degrading effect on the stability and per-
formance of the IPN [5, 9]. Depending on the status of
the communication channels, the NCS can operate in three
possible network states (as shown in Figure 2(a)), namely
(a) nominal network (NN), (b) rerouted network (RN), or
(c) clustered network (CN). The timing diagram for the
NN and RN is shown in Figure 2(b). The transition from
NN to RN occurs whenever a direct wireless link among
one or more nodes is disrupted. If the time delay bound
is violated, there is a transition from RN to CN leading to
clustered networks operating independently.

Due to multiple operating states of the NCS, we out-
line an integrated modeling framework for a homogenous
inverter PN and a WCN. The PN is modeled using a set of
piecewise linear (PWL) equations. The WCN is modeled
using a Markov chain-based model, which captures the
randomness of the communication channel and is repre-
sented as a variable time delay once incorporated into the
PN models. Using the overall time-delayed PWL model of
the IPN and by formulating a convex optimization prob-
lem based on a composite Lyapunov function and solv-
ing this problem using linear matrix inequality solvers,
we outline a reaching criterion for orbital existence. We
determine the effects of time delays due to the WCN and
disruptions in the communication channel on the reach-
ability bound, mean square stability, and performance of
the IPN.

While stability assures safe operation of the IPN, it
does not guarantee performance. Optimization of physi-
cal systems (as well as some recent applications to power
systems [3, 10, 11]) using distributed control and optimal
resource utilization of the WCN have been proposed sep-
arately in [12] and [13], respectively. A key observation
from recent research is that the control and the commu-
nication networks do not always operate cooperatively if
the communication protocol does not yield channel inter-
ference. For instance, in [3] and [11], the authors demon-
strated that to increase the stability margin of the power
networks and attain high control performance, fast infor-
mation exchange is desired. However, from the point of
view of the communication network, progressively higher
data rate cannot be sustained due to network resource lim-
itations [14]. This problem is further aggravated as the
number of nodes of the overall network increases because
a progressively higher volume of information flow typi-
cally cannot be sustained at the same data rate without
enhancing the probabilities of failed (end-to-end) trans-
missions.

To address this issue, recently, concepts of joint opti-
mization of communication and control have been pro-
posed in [15-17]. The control scheme is expected to yield
an optimal compromise between the performance of the
control system and the resource utilization of the WCN
under constraints of power network stability and commu-
nication network capacity bounds. In this paper, using the
models of the IPN described in Section 2, we develop a
joint optimization methodology in Section 3, which en-
sures optimal performance of the inverter PN and optimal
resource utilization of the WCN. We observe that, the joint
optimization problem reflects a ‘non-cooperative’ game
since both control performance and communication net-
work performance are dependent on the variable of time
(for end-to-end information flow). Therefore, we outline
an iterative methodology to yield optimal solution.

In Section 5, detailed simulation results investigating
the efficacy of the joint optimization framework for a ho-
mogeneous inverter network are presented. For the power
network, the performance criteria include load sharing
among the inverter modules and the total harmonic distor-
tion (THD). While the load sharing error is an indication
of the distribution of currents among the inverter modules,
the THD of a signal represents the harmonic distortion
present in a signal and is defined as the ratio of the sum of
all harmonic components to that of the fundamental fre-
quency component. On the other hand, the WCN perfor-
mance criterion is to maximize the network resource uti-
lization, i.e. to operate as close as possible to the network
capacity without violating the performance and stability
requirements of the power network. The performance of
the inverter control communication network using the op-
timization and stability methodologies is found to be ro-
bust as well satisfactory even in the presence of channel
disruptions.
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Figure 3. lllustration of the different scenarios of operation of the NCS showing (a) NN, (b) rerouting of information in the case of failure
of one communication link, and (c) failure of multiple communication links leading to the isolation of the nodes from the network, in which

case the network is decomposed into smaller and independent clusters

2. Design Rationale and Modeling Methodology

Before providing the detailed models for WCN and PN we
first discuss the operating conditions leading to the net-
work states provided in Figure 2. The operating state cor-
responding to the NN refers to the case when direct links
exist among all the modules. This is illustrated in Fig-
ure 3(a), where information is exchanged between nodes
1 and 4. Because we use a sequentially rotating master—
slave control scheme, there is a constant time delay among
the various states due to the information exchange among
modules.

If the direct communication link is disrupted, as shown
in Figure 3(bl), we attempt to route this information
through other nodes of the NCS and it corresponds to
RN state of network operation. Figure 3(b2) shows some
possible single-hop routes to ensure that information ex-
change between nodes 1 and 4 is sustained. Rerouting in-
formation through other nodes increases the time delays
among the states of the NCS. For the IPN under considera-
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tion, we use a protocol based on set-covering scheme [18]
that aims to find a minimum set, such that its neighbors
cover all other nodes of the network and the independent
transmission set (IT-set) scheme [19] that aims to avoid
collisions and reduce broadcasting latency. All nodes have
knowledge about the current network topology and calcu-
late the set of nodes required to cover all the other nodes
of the network. The transmissions from these nodes are
scheduled using IT set scheme. Figure 4 shows the imple-
mentation of the protocol used by the nodes to broadcast
its information over the network, when it acts as a master.
A node currently acting as a master uses the latest “first’
and ‘second’ neighbor sets #, and f,, respectively, and
runs the broadcast protocol shown in Figure 4(a) to find
the independent transmission set and their sequence of
transmission. The protocol is terminated once the neigh-
bor sets become null (®). This information is included
in the packet header (as shown in Figure 4(b)) when a
broadcast transmission is made by the master node. Fi-
nally, we consider the clustered network state, where mul-
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Figure 4. (a) Schematic showing the implementation of the broad-
cast protocol to send data from the master node to the slave node,
and (b) broadcast packet format used by the current master node
where ID field is node identifier

tiple communication channels are disrupted as shown in
Figure 3(cl) and the time delay bound for information
transfer between nodes 1 and 4 is violated despite routing.
In order to maintain the proper operation of the system
within the stability and performance bounds, we decom-
pose the nominal network into smaller clusters, as shown
in Figure 3(c2).

Next we describe the model of the overall system con-
sisting of the homogeneous inverter PN and a WCN. For
the case study system considered in this paper, the PN
consists of parallel connected three-phase inverters, as il-
lustrated in Figure 5. The models of the inverter mod-
ules and overall IPN are described in Section 2.2. A ro-

tating master—slave closed-loop control, as illustrated in
Figure 1, is implemented. Such a control scheme requires
information exchange through a WCN. The modeling ap-
proach for the WCN is described in Section 2.1.

2.1 Wireless Communication Network Model

We model WCN as a graph with set L representative of
‘currently available’ links for transmission. Every link
| € L has an associated link capacity ¢; (bits/s), which is
an upper bound on the information transfer rate. The infor-
mation flow from the source to the destination node (pos-
sibly through the intermediate nodes in case of RN and
CN) is represented by a transmission session and there can
be multiple transmission sessions among different pairs of
nodes. The set of all transmission sessions is denoted by
I' and an individual transmission session g s.t. g € T’
is a representative of an ongoing transmission between a
source destination pair through the intermediate nodes.

Each transmission session y is characterized by the fol-
lowing attributes:

e Shortest path for each transmission session u con-
sists of a subset of links L(x) C L and can be
obtained using Dijkistra’s shortest path algorithm
[20].

e The parameterr, is the average information ex-
change rate achieved for u.

e An end-to-end delay requirement r,(ii‘h) imposed by
the application layer (in this case given by the
delay-depended stability criteria of the control sys-
tem application layer).

e The minimum rate Ry, requirement based on the
control system’s switching frequency.

e The maximum transmit power Pp,,x a node can use
for transmitting the packet.

A transmission cycle being a sequence of time slots is
represented by the set H, where each time slot has a cor-
responding transmission schedule #; s.t. h; € H. Each
h; has an associated subset of simultaneously transmitting
links denoted by L(h;) C L. We also consider the WCN
to be an interference limited network, where more than
one transmission in each transmission schedule #%; is per-
mitted.

2.1.1 Link Capacity Model

To model the channel behavior for link 1 we use the signal
to interference and noise ratio (SIN R;)[13] for that link,
which is defined as:

Yub

SINR;(P) = .
() M3V im P

ey
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Figure 5. Schematic of a parallel voltage source inverter network.

In (1), y,,, is the channel gain from transmitter of link m
to the receiver of link 1, P; is the power level used by the
transmitter of link 1 and is upper bounded by P« and
n; is the additive receiver noise, which is independent of
the transmitter power levels. The accumulated flow rate
assigned to link 1 due to each u (i.e. > () 7u) iS Up-
per bounded by the link capacity c;(P) [fl3] given by (for
normalized bandwidth):

¢/(P) =log(1 + SINR,(P)). )

2.1.2 End-to-End Delay Model

We first describe the link delay using discrete time
Markov chain model, which will be used as a building
block for the end-to-end delay. For a given packet length
A, the packet drop probability p depends on the bit error

80 SIMULATION Volume 86, Number 2

probability pp and is given by p = 1 — (1 — p»)". The
value of p, is a function of the transmitter power, mod-
ulation scheme used and the channel noise. The Markov
chain model for packet delay at link 1is shown in Figure 7,
where each state transition towards the right represents an
additional delay of one time slot and is given by:

Pk+1)=pPi(k) k=1{0,1,2,---}. 3)
Corresponding to the instantaneous probability P;(k),
there is an associated steady state probability 7 ;of being
in state k (in the long run) satisfying 7y, = pmy. For
Markov chain we know that the steady state probabilities
also satisfy:

“

inkzl.
k=0
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Figure 6. State transition diagram based on Markov chain for the
number of clusters in the network

Expanding (4) and using 74| = pmy, wWe obtain:
o= (1—-p)

e =(1-p)pt )

From (5) we observe that the link delay in time slots has
a geometric distribution. Let X be the random number of
times slots a packet is delayed before successful transmis-
sion (with probability (X = k) = (1 — p)p* from (5)),
then the average number of time slots required for a suc-
cessful transmission is given by E [X] = (1 — p)/p. Now
the end-to-end delay for the session u is calculated by ac-
cumulating the delay at each link as follows:

=3 (6a)

leL(w)

where 7"

is the transmission delay and is bounded as:

Tl(”) > @
E [X] ZyleL(,u) Tu

where 4, is the packet length used at link 1 and E [X] rep-
resents the expected value of X.

(6b)

2.1.3 Network Clustering Distribution

We model multiple communication channel failures lead-
ing to node isolation as decomposition of the nominal net-
work into smaller clusters, as shown in Figure 3(c). De-
pending on how the nodes are clustered, we define differ-
ent network states by s with the values of s representing

the number of clusters in the network. Clustering is initi-

ated when the time delay rfj‘ ) — kg > rff: h) (s) and the

corresponding probability P. (s) is given by:

()
Pc(s)=P<k> Vrh—l(s)D %

Fig. 6 shows the Markov chain model to describe the var-
ious clustered network states. In Figure 6, the probability
that the NCS stays at the same network state is given by
g, =0—-P (s= 1)), where N is the number of nodes
in the NCS. Also, for the nominal network, the probability

that the NCS jumps to NS2, is given by p, = (1 —gq,).
The probability g, of the NCS remaining in state NS, is
given by:

g2 =NP:(2) (1= P. )" (®)
where P. is obtained from (7). Next, the state transition
probability p, is given by p, = p, —¢, and can be rewrit-

ten as p, = 1 — g, — g,. The state transition probabilities
for the NCS being in state s are given by:

s
Ps = 1 - Z%’
i=1

N
%:< 1>H”®U—E®W“V )
o

The state transition matrix for the network clustering
shown in Figure 6 is given by:

q1 P1 o 0 --- 0 0
l—g—p2 9 p2 0 - 0 0
A= 0 l—gq3—p3s q3 p3 - 0 0 . (10)
i 0 0 0 0 - 1—gn gn |

From the state transition diagram in Figure 6, it is ob-
served that the Markov chain model is of class one type
and hence an equilibrium probability vector exists [21].
The steady state vector (z = [ @y 7y -+ 7@y |)
given by 7 = lim,_,, poA” can be obtained by solving
the equation 7 = 7 A and is independent of initial state
vector po. This provides a steady state distribution of the
number of clusters the network on average will have.

2.2 Model of the Homogeneous Inverter PN

In this section, we first describe the models of the power
stage and feedback controller of the rth inverter module.
The control scheme is based on a rotating master—slave
architecture, as illustrated in Figure 1. We note here that
each controller model has to account for time delays due
to exchange of information through the WCN, as outlined
in Section 2.1. By combining the power stage model and
the controller model, we develop the closed loop model
of the rth inverter module. We note that for the homoge-
neous inverter PN considered in this paper, r varies from
1 to 6. The overall model of the homogeneous inverter PN
(Figure 5) is obtained by integrating the models of all the
inverter modules.
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2.2.1 Power Stage Model of the rth Inverter

The power stage of the rth inverter module is described in
stationary (abc) frame by a set of PWL equations:

abc ( )
abc abc abc
dt = A X (1) + B, (11)

T
where xabc (t) |: (ifbc (l‘))T (ngc (I))T :| repre-
sents the power stage states of the master module and

xebe(r) = (it (t))T represents the power stage states
of the slave modules. Here, any vector y pbc () is repre-
sented as yp, ) = [ Yar (1) Yor (1) Yer (1) ] . The
subscript j depends on the switching functions of the in-
verter (Sqr, Spr, Ser). Using Park’s transformation [22],
we convert the system of equations (11) in the stationary

frame to the synchronous frame. The resulting state space
equation is given by:

dxd9z (¢t
DO _ e 45 (2

where i represents the switching states of the synchronous
frame inverter model and x;’f % (t) represents the states of

the power stage in the synchronous frame (xg;f ) =Tx
x;f“ (1), where T is the Park’s transformation matrix [22]).

Matrices A‘II,ZZ,, daz (1), and BZ?Z, are defined as follows
[23]: -

[ =1 (e +rc) » 0
& _ﬁ (rer +rc) 0
iz _ 0 0 —& (1r +70)
pri = 1
-0t 0 0
1
0 -0t 0
s 1
L 0 0 —ot
—o-L _()_myﬂc 0o ]
Ly Ly
¢ NipyorcC ¢ 1
—ommres 5L 0
1
0 0 _6L_r
o R .
éR(R—+rC) —bNmVCO 0
—ONipy@ 0 0
0 0 0 |
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iar (1) |
jor (1)
iz ()
dvg (1)
ovg (1)
ov; (1) |

x84 (1) =

S -

Sqr
L_r Vin

Sz v/,
quz' — L, Vl"

Here, the value of 0 for the master module is 1, while for
the slave modules it is O.

2.2.2 Feedback Controller Model of the rth
Inverter

The feedback controller for the master and the slave mod-
ules is implemented in the synchronous frame. For the d-
axis control, the master module has a voltage loop, which
generates the reference for its current loop as well as those
for the slave modules. The reference for the g-axis current
loop is generated internally depending on the type of load
connected to the inverter. For all the control loops, conven-
tional linear compensators are used. The compensators in
the d- and g-axes control loops introduce additional states
and are modeled as:

dxe (1)
dt

= Ager Xer (t) + ArerXer ( - Tz(ilu)>

+ Hpr X7 (1) + Ber (13)
where x. (1) = [ () &) &) E40) &5(0)

&6 (1)]T are the states of the controller and rff‘ ) is the end-
to-end time delay at the rth node due to the exchange of
the d-axis current reference information from the master
to the slave. Matrices Aoc, Aier, and H,, and the vector
B, are defined as follows [23]:

i —0pd1 0 0 0 0 0
0 0 0 0 0 0
0K 41 0Kigiwa1  —0wpair 0 0 0
AOL’r =
0 0 1 0 0 0
0 0 0 0 —Wpqi 0
L 0 0 0 0 1 0 |
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Here, the value of ¢ for the master module is 1, while for
the slave modules, its value is Q0 and 6 = 1 — 0. A detailed
description of how the time delays are obtained will be
discussed in the following section. A conventional sym-
metrical space vector modulation scheme [22] is used to
generate the switching signals for the power stage based
on the outputs of the d- and g-axes controllers.

2.2.3 Closed-Loop Model of an Inverter Module

Combining (12) and (13), the overall model of the rth in-
verter module is expressed as:

dx, (t
xdl( ) = A()r_ixr (t) + Alrxr (t - Tc(llu)) + B’—i (14)
where:

xdtr;z (l‘)

x=|"
xer (1)
Al

AOr i = i ]
[Lw AON

0o 0
Alr =
0 Alcr
dq
B =| ]
- Bcj

Because of the switching action of the devices, the overall
model (14) of the inverter is PWL in nature.

2.2.4 Overall IPN Model

The overall model of the IPN under investigation, we com-
bine the individual models of all of the inverters (14). The
resultant state space equation can be described as:

dX (1)
dt

= AuX () + Y APX (r - T;’”) +B;, (15)
pel

where i is an integer that denotes the switching state

x1 (2)
of the PN power devices, X () = ; , Ay =
x6 (1)
Ao1i An
. , Agﬂ) — ,
Age_i Ase
B
B; = : ,and rg‘ ) is the time delay of transmission
Be i

session. Here, I represents the set of all transmission ses-
sions (each corresponding to time delays t‘(f‘ )), which is
obtained from the Markov chain model described in Sec-
tion 2.1.

3. Stochastic Stability Analyses

Using the model of the homogeneous inverter PN (15), in
this section, we investigate the global stability of the sys-
tem. Global stability analysis consists of first determining
the reaching criteria for orbital existence (i.e. determining
under what conditions the trajectories of the system con-
verge to an orbit) and then predicting the stability of the
nominal orbit (or steady state stability). For the former, we
use a composite Lyapunov function-based approach that
was proposed by the authors in [23].

3.1 Reaching Criteria for Orbital Existence

To determine the reaching criteria of the overall system,
we first convert (15) to the error coordinates using e (t) =
X % —X (t), where X (t) and X = are the actual and desired
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values of the states, respectively. The modified state-space
equation is given by:

de (t _
2( ) — Age () + 3 APe (t - r;’”) +B (16
! pel
where B; = — <A0,- + > AY”) X % —B;. The time de-
pel’

lay threshold ‘[;’ilh) is determined using a composite Lya-
punov function-based approach described in [23]. We first
define a composite, positive-definite, quadratic Lyapunov
function V,, (¢) > 0

h
Ve ) =D nue” (1) Puie (1),

i=1
n=1,2,---,R (17)

where R represents the number of feasible switching se-
quences, & is the number of switching states in a given

sequence [23],0 < 5, < 1,51, 7, = 1,and P,; = P,
is a positive-definite matrix. The reaching criterion for or-
bital existence of (16) is given by the following matrix

inequality [23]:

GW Py A g
T
h —ALAY Py —gkPy
DD N
nell i=1 - <A§#) > Pyi 0
B,'TPni 0
2 —
—P AV PyB;
0 0
<0 (18)
_(ﬂPni 0
0 0
( 1 (T
where G% = W[(A()i + A Py + Pu(Ani +
d

A(l"))] +@P,and ¢ > 0.
Using (18) and its dual condition, which is described
in [23], we determine the time delay bounds rifi) for the

inverter network model (15). The probability fgr occur-
rence of such a delay is given by the Markov chain model,
shown in Figure 7. However, these delay bounds have to
be further modified to account for the time required to ex-
ecute the WCN protocol, which have been described in
Section 2. The end-to-end delay for the protocol is the
sum of the time to process the network protocol, packet
transmission time including both header and data, and the
protocol overhead and can be expressed as:

Tend-to-end = N inv (tslot) + trouting (193)
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Figure 7. Markov chain-based state-transition diagram for delay
distribution

where Nj,y is the number of modules in the IPN, #ouing =

IN2 L+Hf .
%, Lot = tirans + Iprocs firans = Tf» R is the data

transmission rate of the wireless interface, H is the fixed
packet header, 1 is the broadcast protocol overhead nor-
malized to one node, as illustrated in Figure 4(b) and #,roc
is the protocol execution delay and is much smaller than
the transmission delays for the network size under consid-
eration. Using the above delay components, (19a) can be
expressed as:

N inv
R

Tend-to-end = (L + Hf + [ Nipy + tproc) . (19b)
Using (19b), the time delay bound, where the IPN operat-
ing as NN or RN becomes unstable/unreachable is given
by:

T,(jilh) = Tt(li:h) — Iend-to-end- (20)

3.2 Mean-Square Stability

If the time delay bounds (15/[‘ h)), obtained in Section 3.2

are violated, the network is clustered into smaller clusters,
where there exists no direct communication link among
the two clusters. In a mathematical framework, the sys-
tem equations during the clustering phenomena can be de-
scribed by jumps from one set of state space equations
to a different set. The probability of the jumps can also
be described by the Markov chain models and is shown
in Figure 6. Because such jumps are random in nature,
the deterministic stability analyses tools, discussed in Sec-
tion 3.2 cannot be used. To determine whether the IPN is
stable/reachable after clustering, we investigate the mean
square stability of the IPN described by (16).

Definition of mean square stability [24]: A system de-
scribed by (16) with probability of jumps, p;; is stable in
the mean square sense, if the expected value of the Lya-
punov function (V,,) satisfies:

E (AV,) <0 for all possible p;;. 21

To ascertain the mean square convergence/stability of all
possible jumps, we first define a composite Lyapunov
function for each operating state of the network as:
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h
Vi (e (1)) =Y e’ () Parie (1),

i=0
k=1,2,....M (22)

where n depends on the operating state of the IPN (defined
by the Markov chain model for clustering), # is the num-
ber of switching states in a given sequence, 0 < ay; < 1,

Zak, =1,and Py; = PL

i=1
If the IPN is clustered, we define a compos-
ite Lyapunov functlon for the new operating state as

Vo (e () = anle (t) Pyrie (), where n’' corre-
=0

sponds to the new operating state of the IPN. If the con-
verter dynamics in both these states satisfy Virk ® <0
and Vnk (t) < 0, we have to determine that during the
transition from one network state to the other, the Lya-
punov function decreases, i.e. V,/ (£)—I1V,; (t) < 0[24],
where IT < 1. At the partition, the jump condition can be
expressed as:

Fue— (t) = Fyey (7). (23)

where F,, and F,/ are matrices that describe each partition,
and e_ (¢) and e, (¢) are the states of the network before
and after the partition, respectively. Thus, we have:

h
Vi (1) = TV (1) = > el (1) Pusiess (¢)

i=0

h
— II Z nkiez (t) Pnkie— (t)

i=0

h
=" el () Puwies (1)

i=0
- Z”Ikle-f- (t) HFT P n)e+ (t) 24

To satisfy V. (1) — [TV, () < 0, one obtains the follow-
ing condition:

h
> i P =
i=0

Using (25), we determine how the dynamics of the sys-
tem behave for every possible jump, when the converter
is operating in a given network state. For a given network
state, if all possible jumps satisfy (25), then that network
state is stable for all possible jumps. However, if some
jumps do not satisfy (25), then using the probabilities of

M (F) Py )} < 0. (25)

jumps, p, , (derived in Section 2.1.3), we ascertain the
mean square stability of the network state. To determine
the mean square stability of the network state, we deter-
mine the expected values of (25) for all possible jumps
from a given network state, n. The expected value of the
jump can be expressed as:

E(AV,) = Z P’ {Z(nkl n'ki

n'=

— i (IIF) P Fn/))} (26)

where S is the number of possible jumps from a given
network state to an adjacent state. In the above expres-
sion, the value of p, ,, for n = n’ is the probability of
the system remaining in the same network state. For the
network state to be stable in the mean square sense, the
expected value given by (26) should satisfy E (AV,) <0
[24]. Thus, the criteria for mean square stability of a given
network state is given by:

s 0
> Puw {Z(ﬂki Py
i=0

- nk[(HFnT/PnkiFn/))} < 0. (27)

4. Joint Optimization of WCN and PN

Using the detailed models of the PN and the WCN, out-
lined in Section 2, we describe a mechanism for jointly
optimizing the performance of PN and resource utilization
of WCN under constraints of PN stability and WCN delay
and capacity. The goal of the optimization problem is to
minimize the overall cost function J, by using a weighted
representation of the normalized optimal values of the PN

and WCN cost functions (i.e. J P(N) and Jv*v(év I)V), as shown
in Figure 8.

We define an objective function for joint optimization
of the PN performance and WCN resource utilization as:

Jo=al+ 1 —a) ;) (28)

where the parameter « is a weighting coefficient (0 < a <
1). The value of a under different operating scenarios can
be pre-decided by the designer depending on the applica-
tion and the number of nodes in a network. For instance,
if a certain application requires a very high control perfor-
mance, a high value of a should be chosen, while if there
are a large number of nodes in the WCN or if the WCN
link is experiencing some disruptions, a low value of a
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should be chosen. Here, the normalized values of the op-

timal WCN resource utilization (J;{,(év 1)\/) and optimal PN

performance (J ;%V)) are defined as:

SN - TWEN _ apd
Y max (i)
. Jp
)= —1x (29)

max (J5y)

In (29) the WCN resource utilization problem is formu-
lated as:

maximize Jycy = Z Ur,)
pel
s.t. Z ™ < rfj}‘}? Y,
leL(u)
A
rl(”) > ! VI
E [X] Z,uleL(,u) Ty
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S ri<alp) .

uleL(u)

Ruin <1y V. (30)

In the above expression U (r,) is the network utility func-
tion and can be formulated as a concave function (e.g.
U(ry) = log(r,)). The above problem is a convex op-
timization problem and can be solved efficiently as de-
scribed in [14].

The PN optimization problem consists of determining
the gains of the controllers that minimize a control perfor-
mance cost function. For the case of the inverter network
considered in this paper, two critical performance para-
meters are the load sharing error and the output voltage
and current THDs. The THD of a signal represents the
harmonic distortion present in a signal and is defined as
the ratio of the sum of all harmonic components to that of
the fundamental frequency component. To minimize these
two control performance parameters, the cost function is
expressed as a weighted second norm of the difference
between the desired (X;) and actual (X,) values of the
power stage states of the inverter PN. Thus, optimization
problems can be expressed as:
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eLS=Z< N —Xm,-> <

m=1

2

X5 —X

X7up = (%) <4, (3
P

X5-Xp
where f(X,) = o WOl =
VT Wf(), W is a positive-definite matrix, and

(.) denotes the average of a function over a fixed time
interval. In (31), N represents the number of nodes, X,
represents the output current of the mth inverter, ijg,qg
represents the total load current flowing through the ho-
mogeneous PN, and parameters ¥ and ¢, specify the
acceptable performance bounds for the load sharing error
and THD, respectively that are pre-defined depending on
the application.

5. Simulation Results

In this section, we first present the results of the stabil-
ity analysis technique described in Section 3. Next, we
evaluate the efficacy of the joint optimization framework
(described in Section 4) using the models developed in
Section 2.

First, we determine the time delay bounds for the un-
clustered network, which ensures that the IPN is stable
and the load sharing and THD of the system is within
pre-defined performance bounds. For both these perfor-
mance parameters, we consider a 5% limit. If either the
stability bound or the performance bounds are violated,

I I
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| | m 4

o
=)
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0 L =& 05—
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Figure 10. Probability distribution for the occurrence of time de-
lays in the unclustered network with variation of the signal-to-noise
ratio

the communication network is clustered into smaller sub-
networks as illustrated in Figure 3(c2). Figure 9(a), shows
the stable operating bounds of the unclustered network,
which is obtained using the procedure described in Sec-
tion 3.1. We observe that, as the number of nodes in-
crease, the time delay bound reduces, while the actual de-
lay for information exchange increases. Figure 9(b), illus-
trates the variation of the performance time delay bound
(based on the load sharing error and harmonic distortion)
of the unclustered network with variation of the number
of nodes. In this case, because the time delay bound based
on the performance parameter is lower than that based on
stability, this value is taken as the time delay bound of the
IPN. The processing delay is specific to the hardware im-
plementation of the NCS (comprising a TI TMS320C6713
DSP, Altera Flex10K Series FPGA and ML2722 wireless
transceiver). The probability of occurrence of a certain
time delay is governed by the Markov chain model de-
scribed in Figure 7, and is illustrated in Figure 10 for the
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network considered here. The probability of occurrence
of large time delays is low when the signal to noise ratio
is large and progressively increases with reduction in the
signal to noise ratio. Hence, the possibility of the system
violating its stability and performance bounds increases as
the noise levels in the communication channel increase.

When the time delay bounds of the system are vi-
olated, the communication network is clustered, as de-
scribed in Section 2.1.3. For such a clustered network, the
stability analyses technique is described in Section 3.2.
Using the criteria (27) and taking into account the pro-
tocol processing delays, the time delay bounds for the
IPN under consideration are illustrated in Figure 11.
We observe that, as the number of clusters increase,
the range of time delays that the system can handle in-
creases. Also, because the number of nodes in each net-
work reduces with clustering, the protocol processing
delay decreases; hence, the region of stable operation
increases.

To demonstrate the impacts of clustering on the perfor-
mance of the IPN under study, we compute the expected
values of the load sharing errors and THD, using the clus-
tering probability distribution described in Section 2.1.3,
as shown in Figure 12. Using this probability distribution,
we compute the mean of the L, norm of the load sharing
error as:

M/
Mean = " P;{L; (eLs)}; (32)
j=1

where P; is the probability of occurrence of a cluster,
{Ly (LSerror)} j Tepresents the L, norm of the load sharing
error of the jth cluster and M’ is the maximum number of
clusters that are possible. The variance of the L, norm of
the load sharing error as:
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M 2
Variance = Z P;i{Ly(ers) — Mean}? (33)
j=1

where the value of the mean is given by (32). Figures 13
and 14 show the variation of the mean and variance of
the L, norm of the load sharing error and the THD of
the IPN, which is computed using (32) and (33), respec-
tively, with variation of the distance between the nodes.
The effect of the increase in distance was emulated by
varying the reactances of the interconnections among the
individual inverters [8]. Clearly the IPN operates within
the performance limits in a ‘mean’ sense. The variances
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indicate that while the THD of the IPN is within perfor-
mance bounds, the load sharing error may exceed the per-
formance bounds for certain cluster configurations, as the
distance among the nodes is increased. If all communi-
cation links fail within the IPN, the load sharing perfor-
mance of the system approaches that of the droop method.
Although the probability of occurrence of such events is
unlikely, the control strategies have to be modified, when
such an event occurs to ensure proper operation of the
IPN.

Next, we evaluate the efficacy of the joint optimization
framework using the models and concepts outlined in Sec-
tions 2 and 3. For the joint optimization problem, we first
illustrate the variations of J;,UCV ]{, and J ;Sf,v) with variation
of time delay in Figure 15. For three different values of a,
we illustrate the variations of the overall cost function J,
(described in (28)) in Figures 15(a) to 15(c). Clearly, for
a = 0.1, the overall cost function closely follows J ;(If,v),
while for o = 0.9, the overall cost function follows. The

value of a is pre-decided by the designer during planning
and could also vary with the operating condition of the
overall network.

Figure 16 illustrates a time domain simulation result
(using the overall system model in Sections 2 and 3) show-
ing the variation of the overall cost function when there
is a communication disruption and new communication
links are established via the RN. After the communica-
tion link is disrupted as shown in Figure 16, new opti-
mal paths, power levels for the WCN and local controller
gains for the PN are computed. From Figure 16, we ob-
serve that during the transition from one optimal point to
the next, the cost function exhibits a jump (correspond-
ing to a jump in the states), which might not be accept-
able from the PN performance point of view. Finally, Fig-
ure 17(a) illustrates how the overall cost function (ex-
pressed as J, = JI + J?) varies when the WCN is
divided into two clusters. Note that, in this case we as-
sume that there is no communication among the individual

Volume 86, Number 2 SIMULATION 89



Mazumder, Tahir, and Acharya

0.25 ™ 0.25
(N (N
0.2 a\ é"”“’ 0.2 A\ !/ W(Cfv)’
0.15 \ 7 0.15 7,
3z I\, ’ <
S 0.1 7, “I\-\ S 0.1 &I e :-\-\
0.05 NG ;::‘;& 0.05 7?\\‘\ v 7 ——a
0 *(1\'/7)1 ~— 0 w*<N>f§\<-‘%
JpN ey
-0.05 -0.05
0 200 400 600 800 0 200 400 600 800
Time delay (pus) Time delay (ps)
(a) (b)
0.25
A 1XN)
0.2 /iA\ !/ WCEN
015 |~ -
Z 01 2
] .
@) E'\-\ \l‘/_
0.05 ‘7,\ Vel e
0 7J*(N) "/
PN
-0.05 :
0 200 400 600 800

Time delay (us)
(©

Figure 15. Result illustrating the variation of the normalized PN and WCN cost function, as well as the joint cost function of the system for

(@) a =0.1,(b) a =0.5,and (¢) « = 0.9

clusters. Figure 17(b) shows that the overall cost function
can be reduced if there is a (slow) communication link
among the two clusters to exchange the optimal overall
costs of the individual clusters. This improvement in the
performance also depends on the rate of communication
among the two clusters and approaches the performance
of Figure 17(a) as the rate of inter-cluster communication
progressively decreases.

6. Summary and Conclusions

In this paper, we describe a methodology to model a dis-
tributed control scheme for an IPN. The model for the
PN is used to determine the stability bounds of the sys-
tem while the model for the WCN is used to determine
time delays in information transfer among the nodes of a
distributed control system. We investigate the impacts of
time delay on the stability and performance of the IPN.
We consider cases with one or more disruptions in the
communication links among the nodes. Fault tolerant net-
work configuration schemes are investigated for rerout-
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communication link between the two clusters

ing information or clustering the network into smaller,
independent clusters, which can ensure satisfactory net-
work operation under communication disruptions without
significantly degrading the network performance. Using
the overall system model, we implement a framework for
joint optimization of the network resource utilization of
the WCN and control performance of the PN. The opti-
mal operating points of the WCN and PN do not coincide
under all operating conditions. Under such conditions, we
demonstrate that the ‘joint’ optimization strategy provides
a compromise between the conflicting requirements of
the two networks. We further demonstrate that when the
WCN is clustered due to communication disruptions, each
cluster can optimize its control communication network.
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