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ABSTRACT This article presents an intrusion detection system (IDS) for a multi-layer-controlled power
electronics-dominated grid (PEDG). This IDS improves the situational awareness of PEDG against malicious
set-points from a compromised upper control layer. Firstly, a mathematical theory is developed for deriving
a safe operation region. This mathematical theory extends the stability margins inferred from P —V curves to
the abstract concept of morphisms. Particularly, there are two morphisms for each point of common coupling
(PCC) bus when operating in the safe operation region: (Morphism 1) PCC bus voltage mapped to network
set-points, and (Morphism 2) network set-points mapped to PCC bus voltage. Morphism 1 is used for anomaly
detection. Explicitly, observation of a non-zero imaginary-part in the PCC voltage L, norm is evidence of an
anomaly. Morphism 2 is utilized for independent decision making at the primary layer of the dispersed energy
generator (DEG) during intrusion scenarios. Morphism 2 is an alternative for the secondary layer when the
dispatched set-points are not trusted. The theoretical analysis is verified by several case studies to substantiate
the situational awareness against malicious set-points and consequently enhancing the cybersecurity aspects

of the PEDG.

INDEX TERMS Power electronics-dominated grid, safe operation region, intrusion detection system,

situational awareness.

LIST OF SYMBOL Oui
t Time.
T Dummy intermediate variable for integrals. Opcci
Cpc;  DC-link capacitor of the i"" grid-feeding SRated
inverter.
L; Filter inductor of the i grid-feeding inverter. Sfsw
R; Filter inductor resistance of the i”* grid-
feeding inverter. PRefi
) Nominal angular frequency of the network.
P; Active power of the i”* grid-feeding inverter. ORefi
Pri Active power of the i grid-feeding inverter
load. Z;j
Ppcci Active power of the i" 1ocal PCC bus. Rjj
Oi Reactive power of the i grid-feeding L
inverter. J
R
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Reactive power of the i

inverter load.

Reactive power of the i’ local PCC bus.
Rated appeared power of the i grid-feeding
inverter.

Switching frequency of the i’ grid-feeding
inverter.

Active power reference of the i? grid-feeding
inverter.

Reactive power reference of the i grid-
feeding inverter.

Line impedance between PCC bus i and j.
Line resistance between PCC bus i and j.
Line inductance between PCC bus i and j.
Square root of —1.

Real number set symbol.

Complex number set symbol.

Number of DEGs.

grid-feeding
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egi
Vpi
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Kppi
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L, norm of X.
Complex conjugate of X.
Transposition of X.

Phasor quantity of X.

Real part of X.

Imaginary part of X.

LTI MIMO open loop state space active
power dynamics input.

LTI MIMO open loop state space reactive
power dynamics input.

DC link voltage of the i grid-feeding
inverter.

i local PCC voltage.

Alpha component of the i local PCC
voltage.

Beta component of the i local PCC voltage.
i’ local PCC current.

Alpha component of the i local PCC
current.

Beta component of the i’ local PCC current.
i grid-feeding inverter modulation index.
Alpha component of the i’ grid-feeding
inverter modulation index.

Beta component of the i

inverter modulation index.

Projection function for safe operation region
of the i local PCC bus.

Projection function for stable/normal opera-
tion region of the i’ local PCC bus.

Error on active power of the i’ grid-feeding
inverter.

Error on reactive power of the i
feeding inverter.

Active power control output of the i grid-
feeding inverter.

Reactive power control output of the i grid-
feeding inverter.

Active power control proportional gain of the
i’ grid-feeding inverter.

Reactive power control proportional gain of
the i grid-feeding inverter.

Active power control integral gain of the i’
grid-feeding inverter.

Reactive power control integral gain of the i
grid-feeding inverter.

Thevenin voltage phasor seen at the i local
PCC bus.

Thevenin voltage angle seen at the i’ local
PCC bus.

i’ local PCC bus voltage phasor angle.

Grid voltage peak.

Real part of the i local PCC bus phasor
voltage.

grid-feeding

th " grid-

Bi Imaginary part of the i’ local PCC bus pha-
sor voltage.

Rypi Thevenin resistance seen at the i local PCC
bus.

Lz Thevenin inductance seen at the i”* local PCC
bus.

f Developed Morphism 1: Generalization of
the inverse of the P-V curve.

g Developed Morphism 2: Generalization of
the P-V curve.

h Ohm’s law across linear resistor (R) as a
morphism mapping current (ig) into voltage
(VR).

w Ohm’s law across linear resistor (R) as a
morphism mapping voltage (vg) into current
(ir).

Acr, Closed loop control of the i grid-feeding
inverter state matrix.

XcL; Closed loop control of the i grid-feeding
inverter states vector.

Pcy, Closed loop control of the i’ grid-feeding

inverter linear quadratic Lyapunov stability
theorem P matrix.
Ocr, Closed loop control of the i grid-feeding
inverter linear quadratic Lyapunov stability
theorem Q matrix.
Lyapunov function of the i’ grid-feeding
inverter closed loop control.

Ve, (xCLi)

I. INTRODUCTION

The futuristic energy paradigm implicates high penetration of
nonsynchronous generation at the grid edge through embrac-
ing dispersed energy generators (DEGs) [1], [2]. At the grid
edge, grid-feeding inverters are projected to be the prevailing
type of DEGs. In this mode of operation, the DEGs are
following the inertial response of the network and their capa-
bilities are confined in injecting/absorbing current into/from
their local point of common coupling (PCC) without con-
sidering upstream network constrains and requirements [3].
Accordingly, these DEGs are typically unobservable to the
upstream network and vice versa. Henceforth, real-time
system level coordination and management is crucial to
ensure the optimal utilization of unobservable DEGs that are
installed behind the meters and offer an additive situational
awareness to the system [4], [5].

The multi-layer-controlled power electronics-dominated
grid (PEDG) is demonstrating to be an effective exam-
ple that is enabling DEGs to achieve the U.S. Depart-
ment of Energy’s 100% nonsynchronous generation based
U.S. power grid [6]. The PEDG is a cluster of distinct
scale DEGs that can be aggregated into a single coherent
entity. The multi-layer-controlled PEDG is able to func-
tion as an intermediate interface between transmission and
distribution system operators [7]. Consequently, offering
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superior observability and controllability on DEGs and per-
mits optimal utilization of inverters-based resources fea-
tures. Various multi-layer controlled PEDG deployments
exist around the world such as the ones reported in documents
in [8] and [9].

The futuristic 100% nonsynchronous generation-based
power grid targeted in 2050 by the U.S. Department of
Energy is anticipated to be vulnerable to malicious cyber-
attacks. This is because of the more dispersed generation that
will operate outside the realm of old-fashioned power-plant
administrative domain through employing more DEGs at the
grid edge [10], [11], [12], [13], [14]. The attack might be
introduced into the PEDG infrastructure through the com-
munication medium that enables its harmonious operation.
Security breach in the cyber-layer of a PEDG has a direct
influence on its physical layer, which disrupts its nominal
operation. A severe stealthy cyber-attack typically spreads
throughout the grid steadily compromising the cyber layer.
This makes the detection of such a stealthy attack extremely
challenging at early stages using conventional protection and
intrusion detection schemes [15], [14], [16].

This article is enhancing the situational awareness against
malicious PQ set-points requests from a compromised sec-
ondary and cyber layer. These malicious set-points are
assigned by a stealthy intruder breaching undetectably into
the secondary control and cyber layer of the PEDG depicted
in Fig. 1. Furthermore, this situational awareness improve-
ment impacts positively the cybersecurity of the PEDG.
In fact, according [17], situational awareness feature offers
a direct improvement of the system cyber-security aspects.
As situational awareness does not only provide accurate
observation, but also ensures availability of necessary func-
tions that support predicting operation projections and iden-
tifying potential risks [18]. Moreover, a mathematical theory
is developed for deriving a safe operation region (SOR). This
mathematical theory extends the stability margins inferred
from P — V curves to the abstract concept of morphisms
(see Appendix C for Morphism theoretical background). Par-
ticularly, there are two morphisms for each PCC bus when
operating in the SOR: (Morphism 1) PCC bus voltage mapped
to network set-points that is structured as R to R*Y mapping,
and (Morphism 2) network set-points mapped to the PCC bus
voltage that is structured as R*N to R mapping. Where N is
the number of PCC buses. Morphism 1 is used for anomaly
detection originating from the secondary layer dispatched set-
points manipulation. Explicitly, observation of a non-zero
imaginary-part in the PCC voltage L, norm is evidence of
an anomaly. Note that, L, norm properties are: nonnegativity,
definiteness, triangle inequality, and homogeneity must be
satisfied in SOR for PCC voltage as this preserves the R to
R mapping structure. Inspecting an imaginary-part inval-
idates nonnegativity property of the PCC voltage L, norm
(i.e., R to R? is not preserved see Appendix D for theoretical
proof). Morphism 2 is utilized for independent decision mak-
ing at the primary layer of the DEG during cyber intrusion
scenarios. In other words, Morphism 2 is an alternative for
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the secondary layer when the dispatched set-points are not
trusted.

In the literature, the capability of synchronous generator is
estimated through the concept of capability chart. This chart
provides the range of dispatchable PQ set-points without
jeopardizing the stability of the synchronous generator [19].
The notion of capability chart was first time utilized for
multi-layer-controlled renewable based grid in [20]. This
capability chart was used as conventional generators capa-
bility charts that are employed in scheduling and dispatch-
ing optimization. In other words, set-points that belong to
the capability chart are guaranteed to be executable when
requested by the upstream network. Though, the capability
charts for renewable based grids are more complex compared
to conventional generators. This is because renewable based
grid capability charts are representing aggregation of vari-
ous DEGs. An example of such capability charts is used to
estimate the reactive power injection capability at different
active power levels in [21]. Another work is suggesting a
methodology for approximating capability chart numerically
using repeated time domain simulations in [22]. In general,
the capability chart is obtained by repeated load flow solu-
tions for various scenarios that often are selected randomly.
After that, the realistic load flow solutions consequence to
points that are constructing the capability chart. Another
approaches that are reported in the literature for approximat-
ing the capability charts are employing geometrical hypothe-
sis such as polyhedron, ellipse, and so on [23]. Furthermore,
capability charts estimation with incorporation of random-
ness is reported in [24]. Yet, these methods extensively rely
on repetitive load flow solutions that needs to be executed
in secondary or tertiary layers, which even turns out to be
challenging to utilize fast load flow algorithms due to the
dominate resistive nature for the distribution network [25].
Furthermore, the considered potential attack model, in which
the intruder is compromising the secondary layer controller
and existing load flow algorithms, mandates another sanity
checkpoint at the primary layer for realizing an effective
intrusion detection. Hence, to our knowledge, utilizing the
existing capability charts for intrusion detection against oper-
ational PQ set-points manipulation is not viable from the
perspective of the primary layer. The contributions of this
paper are summarized in the following bullet points:

« A mathematical theory extends the stability margins
inferred from P — V curves to the abstract concept of
morphism. This morphism simplifies understanding the
operation limits of the unobservable DEGs without rely-
ing on repeated load flow solution at secondary/tertiary
control layers, thus creating an independent framework
for decisions making at the primary layer.

« Intrusion detection by utilizing the SOR as a sanity
checkpoint for PQ set-points assignments by potentially
compromised secondary layer; thus, detecting and pre-
venting a cyber intruder that is requesting malicious
set-points from the DEGs.
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FIGURE 1. Multi-layered controlled PEDG concept extended to the grid edge with unobservable single-phase DEGs in grid-feeding mode of operation.
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FIGURE 2. Grid-feeding primary control layer considered for DEGs in the
PEDG: inverter structure.

The remainder of the article is structured as follows:
Section II is the illustration of the multi-layer controlled
PEDG considered in this article. Section III is mathematical
theory of deriving the SOR which construct the Morphism 2.
Section IV summarizes steps to utilize the Morphism 1 and
Morphism 2 for intrusion detection. Section V discusses the
results. Finally, section VI concludes the article.

Il. MULTI-LAYER CONTROLLED PEDG NETWORK
UNDERSTUDY

The multi-layer controlled PEDG network understudy is por-
trayed in Fig.1. In this PEDG, the main PCC bus voltage is
the potential difference between the low side positive terminal
of the distribution pole transformer and the ground conductor
(see vpcci in Fig. 1). Similarly, the internal local PCC buses
are considered as each node that consumers at the grid edge
are feeding their local loads (see vpcc2, veecs, - - - » VPCCN in
Fig. 1). In addition, DEGs are installed at internal local PCC
buses. The grid-feeding inverter in Fig. 2 primary control
layer considered in this work for DEGs is depicted in Fig. 3.
The open loop system is represented by the multiple input
multiple output (MIMO) linear time invariant (LTI) state
space in (1).

dP;
io, | =10 i ][6]
dgi | | o -RL7'||O
dt

98332
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epi = Prefi — Pi
vpi = epiKppi + Kpii / epi (1) dt
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d%ep; _1\ dep;
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p7 (KQpi + RiL; ) o~ Koieoi (D

This control is guaranteeing that primary control layer sta-
bility. The proof for the stability of the primary control
layer equilibrium is detailed in Appendix A with linear
quadratic Lyapunov stability theorem. Similarly, Appendix B
details potential instabilities that might originate from a
cyber-attacker at the secondary control layer manipulating the
dispatched PQ set-points.

Ill. SAFE OPERATION REGION DERIVATIONS AND
INTURSION SCENARIO

A. INTRUSION AND MALICIOUS PQ SET-POINTS IMPACT
Consider the exemplification in Fig. 4 of the multi-layer con-
trolled PEDG understudy shown in Fig. 1, if a stealthy cyber
intruder took control over the cyber layer and he is targeting
the i local PCC bus in Fig. 4 by manipulating the operation
PQ set-points that are passing from the secondary layer to the
primary layer of the DEG. From the stealthy intruder perspec-
tive, he is altering the operation set-points and observing the
local measurement to understand the impact of his set-points
manipulation. The intruder could initiate catastrophic effect
by pushing the targeted PCC bus to operate outside its stable
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FIGURE 3. Grid-feeding primary control layer considered for DEGs in the PEDG: controller structure with measurements,
nonlinear coordinate the transformation illustration, and the intrusion detection system.
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FIGURE 4. General PEDG networlk;, illustrating the ith local PCC terminals equivalent circuit.

set-points domain by slowly and randomly changing the PQ
set-points [14]. Therefore, the hypothesis in this article is
that the primary layer will be equipped with the SOR, as a
sub-layer in primary. Then, if the DEG is pushed to operate
outside SOR by the secondary layer manipulated PQ set-
points, the primary layer considers that the set-points pass-
ing from the secondary layer are compromised. Moreover,
the methodology that is optimal to understand an intrusion
occurred or not is by witnessing if the PQ dispatched set-
points passing to primary control layer from the upper control
layer are intended to induce an instability. Since rationally,
the upper control must solve optimization on network level
and thus the stability of the network is one of the crucial
constrains in that optimization. Hence, to catch that there is
stealthy intruder from the limited primary layer perspective,
witnessing requests of PQ set-points that belongs to unstable
operation region (UOR) is helpful in detection. The method
applied does not depend on measurements for deciding intru-
sion occurred or not. The process of intrusion detection is
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initiated by checking the structural preservation of the Mor-
phism 1 which is a sort of abstraction of the inverse of the
generalized P-V curve (2).

-, Ppcewn, Opcen)
R — R

f = Weccill, = (Ppcci, Qpects - -
2

The structure preservation is not sustained when Morphism
1 is producing a non-zero imaginary valued L, norm. Then,
the decision that this anomaly is due to an intrusion or not is
based on authenticating the set-point passing for upper layer
into Morphism 2 (i.e., the generalized PV curve expressed in

).

g (Ppcci, Qpcct, - - - Ppcen s Qpeen) = IVeccill »

RN R (3)

If the structure of Morphism 2 is not preserved i.e., non-
zero imaginary valued Lp in Morphism 2, then definitely
the upper network set-point are compromised. Furthermore,
Fig. 3 shows the details of the intrusion detection system.
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Specifically, the Morphism 1 and Morphism 2 in Fig. 3 pro-
duce a binary output 1 when their structure preservation are
not sustained (i.e., both L, norms produce a non-zero imagi-
nary part). Otherwise, the Morphism 1 and Morphism 2 pro-
duce binary output 0. Then, these two signals pass through
a NAND gate to ignore or consider the upper layer set-point
request. If intrusion happened the DEGs operate in alternative
control scheme that corrects the local PCC voltage terminal
using Morphism 2. Additionally, see Appendix C for Mor-
phism background. Appendix D proves having a none-zero
imaginary part in the L norm means that the set-points
belong to UOR and structural preservation of Morphism 2 is
no sustained.

B. SAFE OPERATION REGION “i.e., MORPHISM 2"

To understand how the PEDG stability is impacted by grid-
feeding inverters’ set-points variations; in this subsection,
an illustration of how a single grid-feeding inverter (i.e.,
representing an unobservable DEG at the grid edge) impacts
its local PCC voltage in a general single-phase network is
carried out. In this situation, the network is reduced to two
buses where the i targeted grid-feeding inverter sees the
rest of the network from its local PCC terminals as a large
synchronous impedance in series connection with a Thevenin
voltage source (see Fig. 4). This Thevenin voltage source
(vni) is embedding the rest of the network PQ set-points.
Then, the relation between the Thevenin voltage (v7y;) and
the local PCC voltage for the i grid-feeding inverter (Vpcc;)
is given by,

vecci = (Roni + joLrw) ipcci + Vrni )

where R7p; is the Thevenin resistance seen by the i grid-
feeding inverter from its local PCC terminals to the main PCC
bus terminal, L7y; is the Thevenin inductance seen by the i
grid-feeding inverter from its local PCC terminals to the main
PCC bus terminals, w is the nominal angular frequency of
the network, and ?pCCi is the current injected by the i grid-
feeding inverter into its local PCC terminals. Furthermore,
in equation (2) the local PCC voltage is as (5).

vecci = IIVpccilla L8pcci = Ai + jBi 5)
Similarly, the Thevenin voltage is given by,
Vi = Vanilla L81hi = |Vnill2 cos (87ni)
+j IVnilla sin 8rni)  (6)

To relate the local PCC voltage (vpcc;) to the dispatched PQ
set-points of the i targeted grid-feeding inverter; the local
PCC current (ipcc;) can be written as (7).

ircei = ((Pf7 = pLi) —j (0 — oLi) ) pc,
= (Ppcci — JOPCC) Voge )

where Vj; is the complex conjugate of Vpcc;, Pfa / is the
dispatched active %ower reference by the i targeted grid-
feeding inverter, Q; / is the dispatched reactive power refer-

ence i targeted grid-feeding inverter, Py is the active power
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load at the i targeted local PCC bus, Qy; is the reactive power
load at the i targeted local PCC bus, Ppcc; is the net injected
active power at the " targeted local PCC bus, and Qpcc; is
the net injected reactive power at the i targeted local PCC.
Combining (7) and (4) results in (8).

vpeci= (Runi+joLmni) (Ppcci — jOPcci) Vi tvmi (8
Then, multiplying (6) by the complex conjugate of Vpcc;
results in (9).

Vpecivpeci = (Rrni+jwLrni) (Ppcci — jOPcci) +VThiVpec

©)

The key point from reaching to (9) is that the left-hand side
(LHS) is all real valued terms. In other words, the imaginary
part is zero. This is an obvious resultant form multiplication

of the local PCC phasor voltage by its complex conjugate.
Thereby, (9) can be rewritten as (10).

A? + Bl2 = RmiPpcci + oLmiOpcci

+ 1 Vuilla (Aj cos (81ni) + Bj sin (87ni))

+j (@LgniPpcci — RmniQpcci

+ | Vnilly (A; sin (87ni) — Bj cos (87ri)))  (10)
Then, by equating the real parts of the LHS and right-hand
side (RHS) of (10); (11) is deduced.
A? + B} = RyyiPpcci + oLmniOpcci + Ai | Vinilly cos (87ni)

+ Bi IVrnillo sin (87mi) - (11)

Similarly, by equating the imaginary parts of the LHS and
RHS of (10); (12) is obtained.

0 = wLmiPpcci — RrniQpcci + Ai llVrnill2 sin (87r:)
— Bi[[Vrnilla cos 8rmi)  (12)
Now, from (11) and (12) a solution of A; and B; parameters
can be determined. Recall that these parameters construct the
real and the imaginary component of the i targeted local
PCC voltage given previously by (5). B; is written in term
of A; from (12) as expressed in (13).
B; = (wLtniPpcci — RrniQpcc) 1Vnilly !sec (87m)
+A;tan (37n)  (13)
For finding a solution for A;; from combining (13) and (11)

this parametric quadratic equation expressed in (14) can be
solved.

A} — A (2 (RrniQpcci — wLniPpcci)
X [Viilly"sin 3i) + Vil cos (8 )

2
+ ((U)LThiPPCCi — RniQpcci) IVrnill, 1)

— (RmniPpcci + oLmiQpcci) cos” (i)
— (wLmniPpcci — RniQpcci) cos (81ni) sin (87pi) = 0
(14)
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FIGURE 5. Four bus single-phase PEDG considered for illustrating the operation regions graphically in scenario 1.

where
a=1,
b=-— (2 (RthiQpcci — wLmniPpcci)

x 1Vrnilly " sin (87m) + | Vil cos (5Thi)> ,

2
c= ((wLThiPPCCi — RrniQpcci) | Vrnill, 1)

— (RmniPpcci + oLniQpcci) cos® (81ni)
— (wLmniPpcci — RniQpcci) cos (81pi) sin (87pi)

Theoretically, equation (14) has two bifurcation solutions.
However, only the solution with a positive sign root is practi-
cal. This is because if the grid-feeding inverter is not injecting
any current at its local PCC terminals, the local PCC voltage
must be equal to the Thevenin voltage. While the impractical
solution is giving a contradictory result of Vpcc; = 0. The
solution for A; is given in (15), as shown at the bottom of the
next page.

Furthermore, the solution for B; is given in (16), as shown
at the bottom of the next page, now, ||[Vpccill, = Ai2 + Bl.2

describes the SOR of the i targeted local PCC bus in a three-
dimensional surface for a given Thevenin representation of
the rest of network. In this case, the SOR of the targeted it
PCC bus is the projection of the surface on the Ppcc; and
Opcci plane where |[Vpecill, € R. Also, subspace of the
stable/normal operation region (SNOR) is described by pro-
jection of the surface with co-domain of HT}pcc,. ”2 ”T}gH; e
[0.8, 1.2] on the Ppcci and Qpcc; plane. On the other hand,
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any operation set-points that satisfies ||[Vpccill, ¢ R is in
the UOR (see the proof in appendix D). Yet, these operation
regions cannot be utilized. As finding the Thevenin voltage of
the rest of the network requires repeated load flow solutions.

To extend this analysis to closed-form, the inclusion of
nearby PCC buses PQ set-points on the i targeted PCC
bus is deliberated by finding the expression of the Thevenin
voltage in (6) as a function of all the other grid-feeding
inverters PQ set-points except the targeted i grid-feeding
inverter. In fact, with such consideration the targeted PCC
voltage is expressed with a multi-dimensional manifold.
This process is repeated for every local PCC bus in the
network and then the intersection of all PCC buses SOR
is considered as the whole PEDG SOR (i.e., Morphism
2 expressed in (3)) Note that, Morphism 2 closed-form is
developed mathematically in the next subsection. Whereas,
Morphism 1 that is expressed in (2)) cannot be derived in
closed-form its R — RN mapping structure preservation is
measured through observing the imaginary-part of the PCC
voltage L, norm.

C. GRAPHICAL EXAMPLE OF MORPHISM 2 DERIVATION

The inclusion of nearby grid-feeding inverters (i.e., DEGs)
influence is determined by finding the closed form solution
of the Thevenin voltage depicted (4)-(16). To understand this,
an example is taken here of the PEDG network shown in
Fig. 5. This example can be extended to any network with
an arbitrary number of grid-feeding inverters. In this case, the
Thevenin voltage of the grid-feeding inverter at local PCC bus

98335



IEEE Access

A. Khan et al.: Intrusion Detection System for Multilayer-Controlled Power Electronics-Dominated Grid

2 is as (17), shown at the bottom of the next page. Then, this
Thevenin voltage is combined with (15) and (16) considering
the index i equal to 2.

Similarly, the voltage at the local PCC bus 3 is a function
of all PQ set-points in the network and can be described by
(15) and (16) with index i equal to 3 and (18), as shown at the
bottom of the next page.

Also, the voltage at main PEDG bus is a function of all PQ
set-points in the network and described by (19).

IVecctll, = H (VBus2 — V) (Zrny) (Ziny) ™'
+ (Fgusa = V) (Zrmo) (Zma) ™"+

Zho = Zot, Ring = Re {Zmny} . Ly, = Im{Zpy, )} w!
(19)

In this example, each PCC bus is five dimensional man-
ifold. A correction is needed in finding the main PEDG
multi-dimensional manifold. This correction is related to the
usage of the source v, twice in the superposition analy-
sis. Furthermore, this correction is depicted graphically in
Fig. 5. This correction can be applied to any general network
architecture radial or mesh. In fact, a more complex PEDG
network is taken as an example to illustrate this correction
on superposition theory application for obtaining local PCC
bus 2 Thevenin voltage in Fig. 6. Furthermore, the Thevenin
voltage for local PCC bus 2 is summation of vz in all the five
equivalent circuits shown in Fig. 7. However, the correction
in this example is to subtract four times the impact of v, on
the local PCC bus 2. This approach allows obtaining local

Without loss of generality, let us consider Qpcca and
QOpccs are zero. Then, the realization of the different opera-
tion regions for each local PCC bus in Fig. 5 is reduced from
a five-dimensional manifold to a three-dimensional surface
depicted in Fig. 8(a), (b) and (c) for each PCC bus. Let QsoR,
be the projection of the surface T/pccl onthe Ppccy and Ppecs
plane. Then, SOR for PCC; bus described by (20).

$250R, 2 ProjszQz,PLQL (HGPCCI ||2)| “T’PCQ ”2 eR;
VP, 02, P3,03 € R (20)

Similarly, SORs (£2s0r,) and (2sor,) for PCC2 and PCC3
are described in (21) and (22), respectively.

Qsor, £ Projp, 0, p3.0s, (|vpces ||2)| [Vpcc, “2 eR;

VP, 01, P3,03 € R 21
Qs0R; £ ProjPz,Qz,P3,Q3, (|‘?}PCC3 “2)‘ ”{;PCCz Hz e R
VP, (02, P3,03 € R (22)

The SNORs of each PCC bus (i.e., 2sNOR;» £2sNOR,, and
Q2sNOR;) is a subspace of the SOR described by (23)-(25).

Qsnor, = Projp, o, py 05, ([Vpcey [,)] [Vpcey [,
x V|5 €10.8,121 VP2, 02, P3, 03 €R
(23)

$2SNOR, 2 ProjszQz,PsyQL (HT}PCCZ “2)} ”{;PCCZ HZ
x Vel €10.8,1.21 VP2, 02, P5, 05 € R
(24)

QsNory = Projp, g, py 05, ([Veccs[,)] [Vrees [,
x V], €10.8,1.21 VP2, 02,P5, 05 €R

PCC bus 2 as a function of all PEDG PQ set-points. Note that, (25)
this analysis focused on superposition is because the basis Theref h « SOR (Q i< oiver by (26
of this analysis is on repetitive utilization of subsection ITL.B erefore, the networ (sor) is given by (26).
results. Qsor £ Qsor; N 2s0R, N RSOR; (26)
Ai = 0.5 |Villy cos 87i) + (RrniQpcci — wLniPpec) | Vanilly ' sin (87a)
2
0.25 Vi ll5 cos? (i) + ((wLThiPPccz' — RrniQpcci) I Vrnill, 1) sin? (87n7)
+ (oLmniPpcci — RrniQOpcci) €0s (81ni) sin (37n;)
: sin 15)
- ((CULThiPPCCi = RrniQpcci) | Vrnilly )
+ (RpniPpcci + oLmniQpcci) cos? (87ni)
B; = (wL7niPpcci — RtniQpcci) | Vrnilly "sec (87n:) + 0.5 [ Vnill sin (87n)
+ (RtwiQpcci — oLrniPpcci) I Vnilly ! sin (87r) tan (87m)
2
0.25 | Vrnill3 cos? (87ni) + ((wLThiPPCCi — RyniQpcci) IVrnill, l) sin? (87n7)
+ tan (571) + (oLmniPpcci — RrniQpcci) €0s (87ni) sin (87ii) (16)

2
- ((erhiPPCCi — RniQpcci) IVrnill, 1)

+ (RmniPpcci + oLmniQpcci) cos? (81hi)
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FIGURE 6. Eight bus single-phase PEDG example and the Thevenin
impedance of PCC2.

Then, the subspace of the network SNOR (2sn0R) i as (27).

QSNOR = QsNOR, N 2SNOR, N 2SNOR; 27

The network SOR (250r) is depicted in Fig. 8(d) and the
network SNOR (Q2snoRr) is depicted by the green area in
Fig. 8(d).

IV. CYBER INTRUSION DETECTION SYSTEM AND
SITUATIONAL AWARENESS IMPROVEMENT BASED ON
MORPHISM 1 AND MORPHISM 2

Summary of the designed IDS at the primary layer is illus-
trated in Fig. 3. This IDS is leveraging the developed SOR.

TABLE 1. Individual grid-feeding inverter DEGs ratings.

Parameter Symbol Value
Rated Power SRated 20 kVA
Switching Frequency fow 10 kHz
Nominal Grid Frequency w 376.8 rad/s
Voltage Peak Ve 171V
DC-Bus Voltage Voci 420V
DC-link Capacitor Cpci 2 mF
Filter Inductor L; 0.5 mH
Filter Inductor Resistance R; 0.05Q

Initially, an anomalous i local PCC voltage is considered
by the voltage monitoring system once the Morphism 1 is
violated. Meaning that, a non-zero imaginary-part in the PCC
voltage L, norm is observed. Hence, the morphism 2 is not
producing R — R?N mapping. Remember that it is not pos-
sible to derive a closed-form compact solution for Morphism
1. Recall that, L, norm properties nonnegativity, definiteness,
triangle inequality, and homogeneity must be satisfied in SOR
for PCC voltage (see Appendix D for the proof). In fact,
inspecting the non-zero imaginary-part test validates holding
nonnegativity property of the PCC voltage L, norm and the
mapping structure preservation. Morphism 2 is utilized for
independent decision making at the primary layer of the DEG
during cyber intrusion scenarios. Morphism 2 is an alternative
for the secondary layer when the dispatched set-points are
not trusted. In fact, directly after detection of an anomaly by
Morphism 1, Morphism 2: is used to validate if the mapping
is satisfying R?N — R in the primary layer with the closed-
form solution provided in section III. If also Morphism 2 is
not providing R?M — R mapping; the set-points passing
from the secondary layer are disregarded and the grid-feeding
inverters are changing the set-points and monitor if the local

PCC voltage of the bus is regaining safe operation (i.e.,
move the network to SOR).

The steps to generate the analytic expression of each PCC
bus in the single-phase PEDG as a function of all the network
DEGs’ PQ operation set-points are as follows:

IVpceall, = \/m Vi, = (VBusy — Vg) (Zm,) (ZThs)_l + Vg, Vg = | Ve, £0
Vsus, = 0.5 || V||, +J (Rms Opecs — wLanyPeccs) | Ve ;'

N2
+ \/0.25 Ve ||§ - ((RTh3 Opccs — wLpnsPpecs) || Ve, 1) + (Rzny Ppcc3 + wLyny Qpecs)

Zn, = Zo1 + Z12. Ron, = Re {Zrn, } , Lyn, = Im {Zn, } w™!
Zmny = Zo1 + Z12 + Zo3, Ryny, = Re {Zy } . Liny = Im {Zgn, } w™! an

I¥pccslly = /A% + B3, Vrny = VBus2

VBus2 = 0.5 | Vg |, +j (Rmn, Qpcca — oLn, Preca) || Vs ||2_1

N2
+ \/0.25 I Vg”; - ((RTthPCC2 — wLm, + Ppcca) |V Hz 1) + (RmnyPrcca + wLin,Qpcc2)  (18)
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Superposition PCC 2
for Thevenin Voltage

Voger V)

N P Stable:

e

(a) (b)

Correction

+

Network Safe Network
Operation Region

Stable/Normal Region
Qgor

o

5 0 5 10

Peccz (W)

(c) (d)

FIGURE 8. Operation regions of (a) PCC 1, (b) PCC 2, (c) PCC 3, and (d) SOR and SNOR of the four PCC bus single-phase

PEDG for scenario I.

1 - Each local PCC bus can be described by (15) and (16).
These equations include the remaining non-targeted PCC
buses operation set-points in the Thevenin voltage expression.

2 - Then, finding the Thevenin voltage expression analyt-
ically requires application of superposition multiple times.
However, a correction must be done at the end to eliminate the
effect of using some sources multiple times. The repetition of
these sources is used for sake of solvability. In other words,
this approach is followed to utilize repetitively the analogy
introduced in section II1.B.

3 - After that, for each local PCC bus a multi-dimensional
manifold is acquired. These manifolds are used to define the
SOR of each local PCC bus when ||Vpccill» €R is satisfied
(This is the developed Morphism 2 when R?M — R). This
is graphically representing the projection of the manifold on
the independent variables domain. Also, the subspace that
defined SNOR is the projection portion of SOR where the
co-domain is HT/pcc[ ”2 Hng ”2—1 € [0.8, 1.2]. In addition, any
operation point outside SOR is in UOR of the local PCC bus,
ie. [Vpccill, ¢ R.

4 - The intersection of all local PCC SORs obtains the SOR
of the whole single-phase PEDG. This SOR region is used to
enable understanding compromised secondary control layer
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dispatched PQ set-points that are passing to the primary
control layer of the unobservable DEGs.

The challenge that might arise is what if finding the
Thevenin impedance or reduction of the impedance network
during each stage of superposition is non-solvable due to
network connection complexity. This can be elucidated with
using the general two point impedance theory introduced in
[26], [27] by using the network Laplacian matrix.

V. RESULTS AND DISCUSSION

The theoretical analyses established are validated by simu-
lation of two scenarios. In these two scenarios, the DEGs in
the multi-layer controlled PEDG network are rated according
to Table 1. Particularly, the inverters representing DEGs in
the PEDG are rated to 10 kVA, 60 Hz nominal frequency
operation, 10 kHz switching frequency, 420 V nominal DC
link voltage, and 0.5 mH filter inductor. These DEGs are
controlled in grid-feeding mode of operation through the
primary current control scheme illustrated above in Fig. 3.

A. MALICIOUS CYBER-ATTACK SCENARIO |

The malicious cyber-attack scenario depicted in Fig. 9 vali-
dates the different operation regions derived and shows the
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effectiveness of using these operation regions for intrusion
detection. Initially, the single-phase PEDG of Fig. 5 is oper-
ating in the network SNOR with Ppccy = 2 kW, Ppccs =
—1 kW (see Fig. 9 from 0.1 s to 0.2 s). Then, the intruder
manipulates the DEGs operation set-points passing from the
secondary control layer by utilizing the reserved generation
(i.e. PV power reserve, or energy storage) at PCC2. The
new operation set-points results in surplus of 4 kW at PCC2
bus (see Fig. 9 from 0.2 s to 0.3 s). At this duration, the
PEDG is moved to the overvoltage SOR and the attacker
fails to jeopardize the operation of the network also the
IDS is not performing any action as no anomalous voltage
is observed. After that, at time instant 0.3 s in Fig. 9 the
attacker manipulates the generation at PCC2 and PCC3 by
reducing the generation so the net power appearing at PCC2
and PCC3 is —5 kW. Now, the PEDG is witnessing unstable
operation seen in the voltage waveforms, power oscillations,
and overcurrent after 0.3 s in Fig. 9. In this situation, the IDS
catches through Morphism 2 and Morphism 1 mapping nature
that the last operation set-points belong to the UOR. After
that, PCC2 and PCC3 grid-feeding inverter are controlling
their local PCC voltage through the set-points and disregard
the PEDG secondary layer dispatched set-points after 0.4 s
in Fig. 9. The new operation PQ set-points are obtained by
using the generation reserved at PCC2 and PCC3 to 2 kW
and 4 kW. As consequence, the PEDG regains operation in

eleven dimensional manifolds. Furthermore, in this scenario
initially the PEDG is operating in the SNOR of the network
(see Fig. 11 before time instant 0.3 s). All consumers DEGs
are meeting their local loads and not injecting any power into
their local PCC terminals. After that, power reversal occurs
at PCC2 and PCC3 after time instant 0.3 s in Fig. 11 due to
a manipulation by a cyber intruder at the secondary layer.
At this duration, the set-points 2 kW for PCC2 4 kW for
PCC3 belong to the SOR and the intruder fails to jeopardize
the network operation. Then, after 0.4 s in Fig. 11, PCC2
and PCC3 are pushed to unstable operation by the intruder.
This new operation set-point —5 kW for PCC2 and PCC3
are in the UOR and the intruder is successful to induce
an unstable operation. The IDS will alert the DEG that an
anomalous voltage is detected, then the DEGs are moved to
local primary control mode based on PCC voltage condition
to push the PEDG to the SNOR (see Fig. 11 after time instant
0.5 s). For this example, the local PCC buses and the main
PEDG bus eleven dimensional manifolds are described by
(28)—(33), as shown at the bottom of the page.

The SOR and SNOR of each PCC bus is described in (34)
and (35), as shown at the bottom of the page, respectively.

Qsor, = Projp, g, . ps.05. ([7Pcc|)| [[Ppec ], € R;

the undervoltage SOR after 0.4 s in Fig. 9. VP2, 02, ..., Ps, Qs € R (34)
Q -2 Proj v v
B. MALICIOUS CYBER-ATTACK SCENARIO Il SNOR A2 0cors.00 (IPPeci )|
Now, for the scenario of the PEDG with seven buses that ”Vg “2 [0.8, 1.2];
is shown in Fig. 10, each local PCC bus is described with VP, Q2,....,P6,06 € R 35)
6 1
Veccilla = ||vg + Z (VBusi — Vg) (Zmno) (Zmn)) ™ ||+ Vg =|Ve| LO (28)

i=2

2

Vsusi = 0.5 | Ve, +J (R Qpcci — oLpnPreci) | Vel

N2
+ \/0.25 [ Ve H; - ((RTh,-QPCCi — wLmPpcci) | V|, 1) + (Rrw;Ppcci + L, Qpcci)

x=N—-1,y=N
Zmi= Y.  Zy. Ry, =Rel{Zp}, Ly, =Im{Zpilo™', N =6
x=0,y=1
o 1
Beccally = /A + B3.Vrmy = Vg + D (Vsusi — V) (Zrny) (Zm) ™~ (29)
i=3

6

= - - —1

IVveceslly = \/A% + B3, Vi3 = Vpus2 + Z VBusi — Vg) (Zns) (Zrm;) (30
i=4

[Wpccally = /A + B, Vina = VBus2 + VBuss — Vg + Y (VBusi — Vg
IVpccslly = /A2 + BZ, Vras = (VBuss — V) (Zrns) (Zrng) ™

5

IWpccelly = /A + BE, Vins = —3Vg + ) VBusi

i=2

VOLUME 10, 2022

6
) (Zom,) (Zm)™" G1)
=5

— 2Vg + Z VBusi (32)

(33)
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FIGURE 10. Seven bus single phase PEDG for scenario II.

Consequently, the network SOR (Q250Rr) is given by (36).

QsorR £ Qs0Rr, N 250R, N 250R; N 2SOR,

N Qsors N 2sorg ~ (36)

Then, the subspace of the network SNOR (2sn0R) i as (37).

QsNOR = QsNOR; N 2SNOR, N 2SNOR; N 2SNOR,

N Q2sNoRs N 2sNorg,  (37)

Based on (28)-(37) the operation regions are depicted in
Fig. 12 for scenario II.

It worth mentioning that once the IDS identified malicious
PQ set-point and the DEG disregard the secondary layer
controller set-point assignment, the DEG network may not
operate in optimal operation set-point anymore which was
the task of secondary layer controller, but it prevents the
collapse of the network which may have catastrophic impact
on the PEDG. Thus, the objective of the proposed approach is
prevention of the catastrophic grid failure and large blackouts
by intrusion detection at early stage while the grid operates

98340

0.45 0.5

Time(s)
FIGURE 9. Scenario | effectiveness using the identified real-time operation regions for intrusion

are being alerted for further diagnosis, devices and controllers
reset, etc.

VI. CONCLUSION

The overall objective of this article is to realize an IDS for
a multi-layer controlled PEDG to improve the situational
awareness feature. This situational awareness enhancement
results in improved cybersecurity against malicious set-points
requests for the upper layer. Firstly, a mathematical theory is
developed for deriving a safe operation region for multiple
point of common coupling (PCC) buses. This mathemati-
cal theory extends the stability margins deduced from P-V
curves to generalized morphisms. Particularly, there are two
morphisms for each PCC bus when operating in the safe
operation region: (Morphism 1) PCC bus voltage mapped to
network set-points that is R to R>Y mapping, and (Morphism
2) network set-points mapped to the PCC bus voltage that
is RV to R mapping. Morphism 1 is used for anomaly
detection originating from the secondary layer dispatched set-
points manipulation. Explicitly, observation of a non-zero
imaginary-part in the PCC voltage L, norm is evidence of
an anomaly. Morphism 2 is utilized for independent decision
making at the primary layer of the DEG during cyber intru-
sion scenarios. In other words, Morphism 2 is an alternative
for the secondary layer when the dispatched set-points are not
trusted. Finally, two scenarios were simulated illustrating the
effectiveness of the proposed theory.
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FIGURE 11. Scenario Il for the seven bus single-phase PEDG shown in Figure 10 the PEDG operator is utilizing the
operation regions after detecting anomalous voltage at PCC2 and PCC3.
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FIGURE 12. Seven bus single phase PEDG for scenario 1l operation
regions.

APPEDIX A

STABILITY OF THE I™M GRID-FEEDING INVERTER
PRIMARY LAYER USED FOR DEGS IN THE SINGLE-PHASE
PEDG

Consider the i”* single-phase grid-feeding inverter that is
connected to its local PCC terminals in Fig. 1. The active
power (P;) and reactive power (Q;) injected into the network
by this inverter can be measured by using the second order
generalized integrator (SOGI) presented as (A.1) and (A.2),

VOLUME 10, 2022

respectively.
P = fheciVpeci | TpeciVpec (A1)
2 2
; B B
0; = l%CCi;PCCi _ ’Pccg’%ca' (A2)

By differentiating equations (A.1) and (A.2), the state-space
model that includes active and reactive power as state vari-
ables can be determined,

, ) B B
dPi _ Vpcci dipeci | Tpeci Wecci | Veeci dipcci
dt 2 dt 2 dt 2 dt
B B
Ipcci Wrcci (A.3)
2 dt
B ; ; B B
dOi _ Vpccidipeci | Treci Wpeci _ Veeci dipcci
dt 2 dt 2 dt 2 dt
B
Ipcci Dpcci (A.4)
2 dt

Furthermore, the expression for the derivatives of the station-
ary reference frame PCC currents i, and igccz' in (A.3) and
(A.4) are deduced by applying Kirchhoff voltage law at the
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loop of common coupling depicted in Fig. 1. Hence, the PCC
currents derivatives are as (A.5) and (A.6).

di% e _ - —lp.;

fifa = L 'mivpci — L Voeei — L 'Rilpeer (AS)
dipeci _ -1 g —1,8 Rl
a4 L "mivpci = L Vpeei — L Rilpeg; (A6)

where m and mf are stationary reference frame modulation
indices of the i inverter, L; is the filter inductance of the i
inverter, and R; is the filter resistance of the i inverter. Sim-
ilarly, expression of the derivates of the stationary reference
PCC voltages Vi and Vﬁcc;‘ in equations (A.3) and (A.4)
are given as (A.7) and (A.8).

P

% = —oVheg (A7)
5

AVip

where o is the angular frequency of the network. Therefore,
substituting (A.5), (A.6), (A.7) and (A.8) into (A.3) and (A.4)
results in the time varying MIMO state-space system given
by (A.9). The system is time varying because the stationary
reference modulation indices m¢ and mf are multiplied by
the PCC voltages. In addition, this MIMO state space control
inputs are coupled in both states.

dP;

— —1

dt —RiL; — [ P; ] -1
= +0.5L;

dQi [ o —RL7'|LQi ’

dt
B B > 2
y [m?VDCiV%CCﬁmi vDCiVpeci — ||VPCCi||2j|

o B B o
M VDCiVpcci — M VDCiVpcci
(A.9)

where ||Vpcci ||% is the L, norm of vpcc;. However, if the two
inputs are defined as (A.10) and (A.11), then, the state-space
in (A.9) transform into a simple linear time invariant (LTI)
MIMO state-space as (A.12).

B B > 2
up; = m; vpcivpee; + m; vpcivpee: — Iveccilla
(A.10)

B B
uQi = M Vpcivpee; — M; VDCIVpCc (A.11)

dP;

— —1
| _ —RiL; - [ P; } +0.5L! |: Uup; :|
dQ o —RL7'|L9 Ui

i

dt
(A.12)

now, consider the error on the instantaneous active and reac-

tive power for the i inverter as (A.13) and (A.14),

(A.13)

(A.14)

epi = Prefi — Pi
eoi = Orefi — Qi

where Pg,; is the reference commanded active power and
ORefi is the reference commanded reactive power. Moreover,
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the cancellation of the coupling terms in (A.12) is achieved by
taking the following control law that includes feedback and
feedforward as (A.15) and (A.16).

upi = 2LiwQ; + 2L;vp; (A.15)
~—— ~——
Feedforward  Feedback

ugi = —2LjwP; + 2Ljvg; (A.16)
N, — N— e’
Feedforward  Feedback

The feedback term vp in (A.15) is obtained with a Propor-
tional Integral (PI) controller as (A.16) that tracks the desired
active power reference.

t

vpi = Kppiepi + Kpjj / epi(T)dT
0
Similarly, the feedback term vg in (A.17) is deduced with a

PI controller as (A.18), this PI controller assures tracking the
desired reactive power reference.

(A.17)

t

voi = Kopiegi + Koii / epi(t)dt
0
Moreover, substituting (A.17) into (A.15) and then placing
the resulting expression into (A.12) yields the error dynamics
of the active power that is given by (A.19).
t

=— (KPpi-i-RiLfl) epi—Kpii / epi(t)dt (A.19)
0

Likewise, inserting (A.18) into (A.16) and then substituting

the resulting expression into (A.12) yields the error dynamics

of the reactive power as (A.20).

(A.18)

dep;
dt

t
% = (KQ,,,-JFR,-L;‘) eoi—Koii / eoi(T)dT  (A20)
0

The active and reactive power error dynamics in (A.21) and
(A.22) indicate that if the controller gains Kpp;, Kpii, Kopi
and Kg;; are positive, the primary control layer is exponen-
tially globally asymptotically stable. This is proved by linear
quadratic Lyapunov stability theorem as follows, (A.19) and
(A.20) are expressed by the state-space (A.21), as shown at

the bottom of the next page.

Then, to prove the stability of the closed loop control, the
selection of a positive definite symmetrical matrix (Qcy, €
R**4), results in a positive definite symmetrical matrix
(Pcr, € R¥4) for satisfying the (A.22).

PerAct, + Al Per; + Qc, = 0.

To show this, the selection of Qcr, = I Ax4(14%4 is the identity
matrix with dimension of 4 x 4) which is a positive definite
symmetrical matrix. The solution of (A.22) will be as given
in (A.23).

(A.22)

O 0.501; 0 0
o —0.501, O 0 0
CLi = 0 0 A1 0.5A12
0 0 —05A1, Axn
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2
O = Kj; + (Kppi +RiLf1) + Kpit, O12 = Kp;}
~1
@22 = KP_”l (KPpi —|—R,L[_l> — 1,
2
Ay = Kéii+ (KQpi+RiLl-_1) + Koii, A12 =KQ_11

-1
An = Ky (KQ,,l- +Rl~Ll._1) —1 (A.23)
If the parameters Kpp;, Kpii, Kgpi and Kp;; are designed
respecting the conditions shown in (A.26),

Kpp; +RiL,~_1 > 0, Kp;i > 0,

Kopi + RiL;" > 0, Kgii > 0 (A.24)
Then, Pci; > O (i.e., positive definite symmetrical matrix
since all leading minors and the determinant are positive).
Therefore, the equilibrium point (0, 0, 0, 0) is globally expo-
nentially asymptotically stable. Hence, convergence of the
error dynamics to the equilibrium point (0, 0, 0, 0) means the
original system is converging to (Prefi, 0, Orefi, 0) as t — oo.
The Lyapunov candidate energy function is mathematically
described in (A.25).

T
Ver, (xer;) = x¢p,Perixcr,»

dVer,; (xcr,;
—( ) = ng,- (P cLACL, +A€L,.PCL,-) Xcr,;
dxCL,‘
~'-ACL,- < 0, Pcr, > 0
dVer, (xcr,
- Ve, (xew) = 0, dver (xe) (A.25)
dxcy,;

To retrieve the original system inputs which are the inverter
stationary reference modulation indices m‘l" and m;s s

o o B
[mi :| _ 1 |:VPCC1' Vecci
2 T 12 B o
m; ”VPCCt”z Vpcei —Vpcci
- 2\ —1
up; + ||VPCCi||2) Vpci
x ( 0 ci (A.26)
UQiVpci

L norm ||Vpccill2 in (A.26) is ||Vpccill, € R in network stable
conditions, since Vpcc; is well-posed and the signals Voec
and Vﬁca‘ are always orthogonal. Finally, the modulation

index that controls the single-phase grid-feeding inverter is
given as (A.27).

mi=[1 1][2%] (A27)

i

The controller structure is illustrated in Fig. 3.

APPEDIX B

IMPLICATION OF L2 NORM Im { [|Vpcci ||, } IN UNSTABLE
PEDG CONDITIONS INDUCED BY CYBER INTRUDER
SET-POINTS

The impact of unstable network conditions can be understood
from the conditions where the L, norm ||[Vpccill, of (A.26)
is non-real or the existence of the active and reactive power
measurement for the primary controller feedback in (A.1)
and (A.2). Specifically, when there is an ill-posed local PCC
voltage imposed on the terminals of the grid-feeding inverter
due to a cyber-attacker requesting malicious set-points at the
secondary control layer, the L, norm expressed in (A.28)
belong to the complex subspace.

62

o2
vpcei T Vpcei € C

IVeccill, =

s Am{|[Vpecilla} # 0 (A.28)

Ly norm € C € C means singularity, which results in
non-existing stationary reference modulation indices (i.e.,
no solution for (A.26)). Also, with no PCC voltage, measur-
ing the active and reactive power by (A.1) and (A.2) for the
primary controller feedback will not be possible. Hence, these
unstable conditions will cause PEDG DEGs operation failure.
Hence, this proves that any instability witnessed in this PEDG
is originated from unstable network conditions and not from
the primary control layer.

APPEDIX C

MORPHISM TERMINOLOGY LINKED TO SAFE OPERATION
REGION

A morphism is a structure-preserving map from one mathe-
matical structure to another mathematical structure. In con-
temporary mathematics, the terminology morphism is an
abstraction for any sort of mapping concept. For example,
in linear algebra, the linear transformation is a special type

dxcr,;

= AcL.XCL:
dr CL;XCL;
xcL; € R4, Acy,; € R4
[ dep; deg; T
o = | en T eoi g
0 1 0 0
—Kpii — (KPpi—i-RiL,-_l) 0 0
0 0 —Kpii — (KQ,,i ~|—RiLl._1>
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of morphism that provides a linkage between two differ-
ent linear systems, in topology, a continuous function is a
morphism that provides an image of a specific quantity to
another quantity. For example, the voltage (vg) and current
(ir) relation across a resistor (R) are described by the two
morphisms / in (A.29) and w in (A.30) that are C — C
mappings.

C—->C
C—C

(A.29)
(A.30)

thR—>iR,

W iR — VR,

Trivially, the morphisms # and w are described determin-
istically in closed-form functions by Ohm’s Law in (A.31)
and (A.32) for a specific special case of a linear Ohmic
resistor. However, the morphisms that are presented in (A.29)
and (A.30) are abstraction of these structure-preserving maps
from one mathematical structure (vg) to another mathemati-
cal structure(ig), or vise-versa.

h(ir) = vg = igR (A.31)

w(vg) = ig = vgR™! (A.32)

In other words, morphism is a generalization of all map-
ping used in different mathematical fields in the sense that
the mathematical objects involved are not necessarily sets.
In fact, the connections between them may be somewhat
other than maps. Even though, intuitively the morphisms
between the objects of a given category must behave equally
to maps. In this article these concepts are borrowed for cyber
intrusion detection and two morphisms are described that are
extension of the P-V curve and its inverse in the following
subsections.

1) MORPHISM 1“GENERLIZATION OF THE P-V CURVE
INVERSE"

For each PCC bus when operating in the SOR this property
holds.

., Ppccen, Opcen) »
R —> RN (A.33)

f = Wpccill, = (Ppects Qpect, - -

(A.33) means there is some sort of mathematical mapping
(i.e., morphism) that transforms the real-valued L, norm
lveccill, to real-valued set-points (Ppcci, QrccCls - - - »

Ppcen, Oprcen ). Morphism 1 cannot be derived in closed-
form. In this article, it is structure by being an R to R?N
mapping is observed from measuring the imaginary-part of
the L, norm |[vpccill,-

2) MORPHISM 2 “GENERLIZATION OF THE P-V CURVE"

For each PCC bus when operating in the SOR this property
holds.

.+ Ppcen, Qpcen) — IVeccilla
RN >R (A.34)

g : {Ppcct, Qpcct, - -

(A.34) is a generalization of the P-V curve used for stabil-
ity analysis to morphism. This morphism is describing that
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the set-points (Ppcc1, Qpccis - - -» Ppcen, Qpcen) that are
real-valued are transformed to real-valued L, norm [|Vpccill,.

Morphism 2 is an alternative for the secondary layer when the
dispatched set-points are not trusted.

APPEDIX D

PROOF ON L2 NORM NON-ZERO IMAGINARY VALUE
INDICATES THAT THE SET-POINT REQUESTED FROM THE
UPPER LAYER BELONGS TO UNSTABLE OPERATION
REGION (UOR)

The theoretical proof behind having a none-zero imaginary
part in the L, norm of the local PCC voltage results in
concluding that the set-points belong to unstable operation
region (UOR) can be understood from the following exam-
ple of Fig. 5 network. The stability margin found from
a P — V curve at PCC bus i by change in it self-set-
point is described here for a given Thevenin representation.
Consider (A.35),

. 1 Vrnill2 Vil
Veccill, = =< 4 2 4 RmiPpcci (A35)

2 4
(A.35) is an example of Morphism 2, the stability margin is
found at a specific self-set-point (Ppcc;) when the condition
(A.36) happens.

9 by .
IVeccill ~ o (A.36)

dPpcci
Then, (A.36) is expanded to (A.37).

R .
- Thi =00 (A37)

1Vl
2\/ =052 + RyniPpeci
This means that the stability margin at bus i due to change at it

self-set-point (Ppcc;) is according to the following inequality
shown in (A.38).

Vil
ARTy;

3 Iveccill
dPpcci

Vil
ARty

Ppcci = — » Pstability Bound = — (A.38)
now, the stability margin of PCC bus i with respect to varia-
tion of the active power set-point at an adjacent bus j (Ppcc;)
can be deduced by the same reasoning. Following the anal-
ogy, the stability margin of PCC bus i with respect to change
of the active power set-point at adjacent PCC bus j (Ppcc;) is

direct resultant from (A.39).

3 IVpcci 0Ppcci
IVeccilla _ Preci _ o (a39)
0Ppccj d Iveccill
Equation (A.39) is expanded into (A.40).
N 1 0l Vrmilly
3 [Vpccills 19 1 Vailla Vil Fpneq
dPpcci 2 dPpcci Vinill2 N
PCCj Pcci g \/ [ r:\lz + RpnPpec
(A.40)

Solving (A.40) is not trivial. This is because there is no
closed-form solution for Thevenin voltage and thereby there
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FIGURE 13. Stability margin observation from the developed generalized
P-V curves at local PCC bus 3 (||Vpccs [|,) (i-e., Morphism 2) showing that

the after the stability margin the structure of Morphism 2 is not sustained
from R2N to R.

Ppeey=NOKW— P = -TkW— P, i =-6 kW
Poces =9 KW— Ppiey =8 kW Py =-5kW
T T
1 1
300 |1 1
3007 | | 300 o stability
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I I
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I 1
200 ! ! 2
Im{ aPPFFZ 1 | 0 Re aPPrrz
] )
o|v, n-= a|v,
ol =>4 SR E e}
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Dashed 1 | | Stability lid i
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: \ : PCCyat-10
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0 SESSINSIN" S S—— )
-10000 -5000 0 5000

Frcea [W}

FIGURE 14. Stability margin prediction by observing the real and
imaginary parts of 3Ppcca /9 [Vpccs |-

is no way to express the derivative of the i”* PCC bus volt-
age with respect to the j# PCC bus active power set-point.
Nevertheless, for a given network that is shown in Fig. 5 for
instance, a derivation concept is provided for the Thevenin
voltage expression as function of nearby buses excluding
self-set point is provided in the developed morphism 2. The
internal PCC buses in Fig. 5 are described by the manifolds
(A.41) and (A.42).

- V2l V213
IVecczll, = + 1 2 4+ RPpcca

2
2
Vv
\/ @ + Ry, Ppccs
x Rony Ry, + | Vel

2
- IVrnslla IVrnslls
IVeccsll, = + + Rz Ppccs

_ Ivel,

where |Vl = 2

(A41)

2 4

v Vel

2
j”z + R, Ppcca + —

where [[Vpsll, = \/
(A.42)

VOLUME 10, 2022

(A. 42) is an example on the proposed generalized P-V curve
(i.e., Morphism 2) for the internal PCC bus 3 in the network
in Fig. 5. Furthermore, this Morphism 2 is plotted in Fig. 13.
Specifically, the Morphism 2 structure preservation is not
sustained as seen in Fig. 13 after passing the set-point that
belongs to the UOR. Moreover, the stability margin can be
found in closed-form as in (A.43) for bus 3 with respect to
bus 2 of Fig. 5 network.

dlvpecslly 13|Vl
0Ppcc2 2 0Ppcc2
<14 I Vrn3ll2 ~ o
Vsl
2\/ Vsl Tfnz + Rm3Ppcc3
2
\% V
where ||[Vyisll, = \/“ i||2 ~+ Rrn, Ppcca + @,
0|V, R
1Vrnsll, _ Thy (A43)

OPpcea vell
2\ 2 + Rmm,Ppcc2

The closed-form solution of (A.43) is expressed in simplified
form as (A.44),

dllveccall _ T (Ad4)
dPpcca o
where
_Rm
4
(1902 4 ey s + 151
2

2

v, Ve l|?

4 I 5”2 +\/RTh2PPCC2+ Il i”2>
Ppcc3Rn, + 7}

2
2
V, V,
. 40 ¢ Jipypces + 1402 )
Ppcc3Rrns + 3

Vell Rmprees + 1By
b = +
8 16
Ry, | Ve H2 Ppcca

4

o o

2
V,
RTthPccz\/1?]";,2P11>CC~2 + l Z”z
4

+

4

now, Ppccr value that makes dPpcc2/0 [Veecsll, equal to
zero in (A.44) is the stability margin for bus 3 with respect to
active power change at bus 2 of Fig. 5 network. Unfortunately,
this involves polynomial with an order higher than 5, finding
the deterministic roots of this polynomial is not feasible.
This is proved by the fundamental theorem of Galois [28].
Galois theory provides a connection between field theory

+ PPCC3RTh3\/RTh2PPCC2 +
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and group theory. This connection allows reducing certain
problems (i.e., polynomial roots finding for our case) in field
theory to group theory such as permutation group of their
roots. By Galois theory, it was proven that for a polynomial
roots’ to be solvable by radicals and the main operations
addition, subtraction, division, and multiplications; the order
of the polynomial must be less than 5. Alternatively, instead
of seeking for Ppccy that makes the dPpcc2/d [Veecsll
equal to zero, the imaginary part of this derivative can be
plotted by spanning the active power set-point (Ppcc2). The
stability margin can be predicted by observing a non-zero
imaginary part existence. The initial active power set-point
where the imaginary value observed in dPpcc2/0 [Veccsll
is the stability margin. This can be seen in Fig. 14 for the
network example Fig. 5. In more details, when Ppcc3 =
—7 kW, the stability margin of PCC bus 3 is —7.5 kW.
Meaning that, PCC bus 2 can sink maximumly 7.5 kW before
PCC bus 3 reaches to instability. Note that, observing the
imaginary part in Fig. 14 shows that after the stability margin
the function has a non-zero value but before hitting the sta-
bility margin the imaginary part was always zero. This gives
an advantage to check whether the set-point will produce
an instable voltage situation just by looking at the imagi-
nary part of this derivative. Note that, real-valued functions
cannot produce a derivative that has a non-zero imaginary
part. In other words, even though these stability margins are
deduced from the derivatives of Morphism 2, the structural
preservation of the Morphism 2 is not preserved when a non-
zero imaginary part is observed at the derivative of these
morphisms. Meaning that, the results are valid to provide a
conclusion about the structure of Morphism 2.
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