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ABSTRACT
The control of networked power-electronics systems (PESs) using predictive switching sequences has been described in this paper. The switching-sequence-based control (SBC), first introduced in Mazumder and Acharya (2008), applies converter switching sequences to an optimization cost function to be satisfied under stability bounds. To evaluate the SBC control scalability and efficacy, the control strategy is implemented for centralized and distributed network architectures for different PES topologies. Given the two network architectures, dynamic and steady-state performances obtained using SBC are discussed using two different case illustrations: for a standalone and network of parallel hybrid active neutral-point-clamped (H-ANPC) inverters; and for a standalone and network of parallel differential-mode Ćuk rectifiers (DMCRs). Hence, the work highlights the feasibility of extending the SBC control application to PESs networks subject to communication constraints and latency dependencies.

INDEX TERMS
Switching-sequence-based control (SBC), converter, power electronics, network.

I. INTRODUCTION
Networked power electronics systems (PESs) are the foundation of today’s power system applications. They provide flexibility in integrating distributed energy resources while easing voltage and current scaling [2]. Networked-connected PES also offers reliable, low-cost, and efficient power distribution solutions for load-sharing in an electrical grid [3]. For instance, some work in uninterrupted power supplies (UPS) [4] emphasizes the need for a network multi-inverter system to ensure steady operation while meeting the increasing power demand. Regarding control techniques, centralized control [5], master-follower control [6], current distribution control [7], and voltage droop controllers [8] and commonly employed for achieving regulated voltage and load sharing in networked PES systems. Nevertheless, ensuring these systems’ overall stability and robustness can be challenging [9]. The challenges mainly stem from delays introduced by the communication between the networked PESs [10]. This latency makes them operate differently from the standalone time-invariant condition. As a problem-amplifying factor, the commonly applied multiple-timescale control strategies generally do not comprise the overall dynamic network model of the system. On account of that, [11] presents the urgent demand for novel control-oriented dynamic model aggregation techniques to ensure the stability of PES networks.

A PES is typically modeled using an averaged model to simplify dealing with dynamics, stability, and control design [12], [13], [14]. This leads to the conventional approach of treating control and modulation (which translates the smooth control output to a predefined switching sequence) separately [13], [14]. In SBC, this limitation is
addressed by treating a PES as a hybrid dynamical system that facilitates the unification of control and modulation, thereby directly evolving the PES switching sequence based on a defined closed-loop control goal. Initially, using a recently defined work of the authors, the total number of feasible switching sequences of a PES is determined. Subsequently, a subset of these feasible switching sequences, referred to as the reachable switching sequences, is determined using a multiple-Lyapunov-function methodology [1]. Finally, an evolving optimal switching sequence is selected (out of these reachable switching sequences) to attain the desired control objective for the PES while ensuring robust stability. Even though sliding-mode and model-predictive controls [15], [16], [17], [18] also unify control and modulation, unlike the SBC, they primarily control the PES switching states while the switching sequence evolves with time. Besides, unlike the aforementioned control strategies, the SBC control provides the advantage of offline predetermination on the set of feasible switching sequences that can easily be extended to more sophisticated systems.

Extension of the SBC from standalone to networked PESs brings control distribution issues. SBC relies on a communication network for the exchange of control information. Important design issues include the choice of the implemented architectures based on computational and communication requirements [19], [20], [21], [22], [23]. One of them, the centralized control, is similar to the standalone control except that control feedback and actuation signals must be exchanged between the central controller and the various PES modules [20]. On the other hand, distributed control relies on coordination among the local controllers [20], [24], [25]. This introduces delays that need to be compensated so as to avoid degradation in the stability and performance of the PES network [26], [27], [28].

Given the advantages of SBC control over other linear [12] and model-predictive control strategies, this work contributes to the existing literature outlining the scalability of SBC control for PES network architectures. Analytical decomposition of the networked model and results in two different topologies support the SBC use for comprehensive PES network applications. This paper is outlined as follows. Section II outlines the mechanism of the SBC for the PES network, where the scalability of the control architectures and mechanisms for decomposing the system models for distributed implementations are investigated. Afterward, Section III briefly discussed the synthesis of the SBC control algorithm scheme for the PES network. Finally, in Section IV, the efficacy of SBC has been validated using the following two case illustrations: a) for standalone and parallel-connected H-ANPC inverters; and b) for standalone and parallel-connected DMCRs.

II. SBC FOR NETWORKED PES

Herein is a brief outline of the network for power electronics systems (PES) implementation is provided. Subsequently, mechanisms for the network model decomposition are outlined.

A. PES NETWORK ARCHITECTURES

Two different existing desynchronized network control strategies for load-sharing inverters are shown in Figure 1. In the centralized architecture for SBC [29], [30], as illustrated in Figure 1(a), the entire PES network is treated as a single entity. State variables of all the modules are transmitted to a central controller. Using this information and knowledge of the overall network model, the central controller computes the optimal switching sequence and the time spent in each switching state of the sequence. This information is transmitted to all modules via a common broadcast through the communication network.

As illustrated in Figure 1(b), for the distributed implementation architecture, the overall control problem for the PES network is decomposed into multiple local control problems [20], [22]. However, communication among the modules is needed to solve the local control problems. On that account, each module is affected by interactions with the remainder of the PES network. The local control scheme for each PES module is divided into the following steps: a) obtain current-sharing information from other modules; b) solve the optimization problem using local measurements and information from other modules, and c) send updated state information to the other modules.

Next, the scalability of the approaches is discussed. The total number of converter states (X), switching states (M), and switching sequences (L) of a PES network with N modules for centralized and distributed SBC implementations are provided. For the centralized control scheme, X, M, and L are, respectively, found to be 

\[ X = \sum_{j=1}^{N} \text{size}(x_j), \]

\[ M = 2^{\sum_{j=1}^{N} s_j - \sum_{j=1}^{N} W_j}, \]

\[ L = \sum_{j=1}^{M} M_{C_j} \]

while for the distributed control the same parameters are, respectively, found to be 

\[ X = \text{size}(x_j), \]

\[ M = 2^{W_j - W_j}, \]

\[ L = \sum_{j=1}^{M} M_{C_j} \]

Here, \( x_j, s_j, \) and \( W_j \) represent the states, number of non-complementary switching functions, and the number of redundant switching states of the \( j \)th module of the network, respectively, and size \( (x_j) \) represents the size of the vector \( x_j \). However, \( C_j \) regards to the combination of \( l \) sequences given \( M \) such that \( M_{C_j} = (M^l) / (l! ((M - l)!)), \) as discussed in [1].

The variations of the communication and computational requirements for the architectures are based on the following assumptions:
• the number of switching sequences proportionally impacts the computational requirement;
• the overall communication requirement is directly proportional to the number of variables that must be exchanged;
• all the modules are in proximity, that can yield channel interference in the presence of simultaneous communication; as such, a time-division multiple access protocol [31] is selected for inter-module communication.

Further, the additional computational overhead required for synchronization among the PES modules and the central controller [32] is ignored. It is noted that, despite the assumptions made in the analysis presented in this section, the general conclusions drawn from the outlined results apply to other large-scale networks [33], [34] with different time constants and different power ratings, provided that the controller has information on the overall system model.

B. PES MODEL DECOMPOSITION FOR CENTRALIZED AND DISTRIBUTED ARCHITECTURES

For centralized SBC implementation, the overall PES-network model is described first. The decomposition of this model for distributed implementation is outlined next. Reference [27] provides the parametric and matrix details for the models.

The piecewise-linear (PWL) hybrid dynamical model of the PES network, which is used for the centralized SBC is described by the following vector differential equation:

\[ \dot{x}(t) = A_i x(t) + B_i. \]  

(1)

where \( x(t) = (x_1(t) x_2(t) \cdots x_N(t))^T \) represents the states of the \( N \)-module PES network. In (1), \( x_1(t), x_2(t), \cdots, x_N(t) \) represent the states of each module, \( i \) represents the cumulative switching states of the PES network, and the matrix \( A_i \) and vector \( B_i \) are expressed as follows:

\[
A_i = \begin{bmatrix}
A_{11i} & A_{12i} & \cdots & A_{1Ni} \\
\vdots & \ddots & \vdots & \vdots \\
A_{Ni1} & A_{Ni2} & \cdots & A_{NNi}
\end{bmatrix}, \quad B_i = \begin{bmatrix}
B_{1i} \\
\vdots \\
B_{Ni}
\end{bmatrix}.
\]

The off-diagonal elements of the \( A_i \) matrix represents the coupling between the various PES modules of the network, while the diagonal elements of \( A_i \) represent the decoupled system. In the absence of the off-diagonal elements, a wholly decoupled model of the network is realized, and a decentralized control scheme, devoid of intra-network communication, suffices. The independent \( B_i \) matrix represents the feedthrough elements of the PES network dynamical model.

From (1), the local PWL model of the \( j^{th} \) PES module is expressed as follows:

\[ \dot{x}_j(t) = A_{j1j} x_j(t) + B_{j1j} + \sum_{k=1, k \neq j}^{N} A_{jkj} x_k(t) \]  

(2a)

where \( x_j(t) \) represents the states of the module, \( A_{j1j} \) and \( B_{j1j} \) are matrices and vectors of appropriate dimensions, and \( j \) represents the switching states of the \( j^{th} \) module. The term \( \sum_{k=1, k \neq j}^{N} A_{jkj} x_k(t) \) represents the coupling of the \( j^{th} \) PES module with the remainder of the PES network. For the distributed control implementation, information regarding the states of the other PES modules \( (x_k(t)) \) is obtained via the communication network. Owing to the inherent communication-network time delays, the local (2a) has to be modified and is expressed as follows:

\[ \dot{x}_j(t) = A_{j1j} x_j(t) + B_{j1j} + \sum_{k=1, k \neq j}^{N} A_{jkj} x_k(t - \tau_{jk}). \]  

(2b)

In (2b), \( \tau_{jk} \) is the time delay experienced in transmitting the information of the state(s) of the \( k^{th} \) PES module to the \( j^{th} \) PES module over the communication network. The stability techniques described in [1] can be applied to determine the stability bounds of (2b).

III. SYNTHESIS OF SBC SCHEME FOR THE PES NETWORK

The general SBC control strategy, introduced in [1], comprises three key elements: a hybrid model representation of a PES, a set of switching sequences of the PES, and a composite Lyapunov function-based stability criterion. The basic methodology initiates with using the switching sequences and the hybrid model to ascertain a subset of feasible switching sequences that ensure convergence (reachability) of state trajectories for orbital motion. Subsequently, a union of feasible switching sequence(s) is so selected that an optimization cost function is satisfied under stability bound. The optimization process also yields the time duration of the applied feasible sequences and the allocation of this time among the switching states. The mechanism for centralized SBC implementation for the PES network, modeled by (1), is obtained by solving the optimal control problem that feeds switching sequences for the PES network. The sets of feasible switching sequences for the centralized or distributed implementation are obtained, respectively, using the models (1), (2a), and a combination of (1) and (2b) and using the multiple-Lyapunov-function-based methodology, described in [1]. The methodology described in the aforementioned paper describes in detail the stability analyses technique to determine the reachability bounds with variations of the number of modules and time delays, which can be straightforwardly applied here to determine the sets of feasible switching sequences from (2a) and (2b).
The control problem must be distributed among the various PES modules for the distributed implementation. As manifested in Figure 2, this requires the decomposition of the centralized SBC problem into $N$ sub-problems that can be solved using a combination of information from other modules of the PES network and local state feedback. This methodology is captured in Figure 3.

The first step for the implementation of the SBC optimal control is to determine a map projecting the states of the network PES over a time horizon $T_w$ (i.e., $x_j (t_0 + T_w)$) based on an initial measurement of the states ($x_j (t_0)$). Hence, the local $j$th PES module, the local state feedback $x_j (t)$ and information from other PES modules $x_k (t) \quad k \neq j$ along with the knowledge of the local model (and models of the interconnection), are used to determine the discrete map of the local module:

$$x_j (t_0 + T_w) = f_j \left( x_j (t_0), \{ \alpha_{j*} \}_{i=1, h_j}, \\{ T_{w_j} \}_{i=1, h_j}, \{ A_{ji} \}_{i=1, h_j}, \{ B_{ij} \}_{i=1, h_j}, \sum_{k=1, k \neq j}^N A_{jk}, x_k \left( t - \tau_k \right) \right).$$ (3)

where $T_{w_j}$ is the time horizon (i.e., time duration of the prediction horizon), and $\{ \alpha_{j*} \}_{i=1, h_j}$ is the proportion of $T_{w_j}$ spent in each $i'$ switching states of a total number of $h_j$ for the $j$th module. $f_j (.)$ denotes a function of (.) that composes the for the discrete map $x_j (t_0 + T_{w_j})$.

Subsequently, the distributed optimization problem is expressed by the objective that follows:

Determine $\{ \alpha_{j*} \}_{i=1, h_j}$ and $T_{w_j}$ that minimizes the cost function

$$J_j \left( \{ \alpha_{j*} \}_{i=1, h_j}, T_{w_j} \right) = \left( x_j^* - x_j \left( t_0 + T_{w_j} \right) \right)^T P_j \left( x_j^* - x_j \left( t_0 + T_{w_j} \right) \right)$$

such that

$$x_j \left( t_0 + T_{w_j} \right) = f_j (.)$$

$$x_j \left( t_0 + T_{w_j} \right) \leq \alpha_{j*}$$

$$\sum_{i=1}^{h_j} \alpha_{j*} = 1, \quad 0 < \alpha_{j*} \leq 1, \quad i' = 1 \cdots h_j$$ (4)

where $x_{j*}$ represents the maximum values that the network states can attain and $P_j$ is a positive-definite diagonal matrix and $x_j^*$ is the control reference of the objective function. The values of $x_j^*$ can be fixed or a function of other PES-network states (i.e., $x_j^* = g_j \left( x_j \left( t_0 \right), \{ x_k \left( t - \tau_k \right) \}_{k=1, k \neq j} \right)$). For example, to achieve load sharing in parallel H-ANPC inverters, as shown in Figure 4, each module’s current reference may be the average value of all the module currents. Finally, the optimization in (4) is solved using quadratic programming algorithms [35], [36].

IV. RESULTS

The effectiveness of the SBC is explored here for two different case illustrations. It is explored initially for a voltage source PES (VS-PES) single-phase H-ANPC inverter network and then for current sources PES (CS-PES) differential-mode Ćuk rectifiers. The two illustration cases presented below aim to support the previously presented control strategy’s findings and verify the SBC strategy’s scalability for centralized and distributed network strategies. The communication delays differentiate the centralized and distributed network schemes in terms of computational effort, communication bandwidth requirements, and dynamic convergence. In the end, results with the differential data transfer ensure better performance of the PES network utilizing SBC.

A. CASE ILLUSTRATION OF STANDALONE AND NETWORKED SBC FOR SINGLE-PHASE HYBRID SWITCHING ANPC INVERTERS

This case illustration evaluates the application of the SBC controller to a single-phase H-ANPC inverter network. This example is implemented using a TMS320F28335 microcontroller to compute the SBC control scheme. The OPAL-RT real-time simulation (RTS) platform is used to emulate the H-ANPC inverter network performing load sharing, as is
Single-phase H-ANPC parameters.

TABLE 1. Standalone and Networked load-sharing SBC for single-phase H-ANPC.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input voltage (V_{\text{dc}})</td>
<td>800 V</td>
</tr>
<tr>
<td>Output voltage range (V_{\text{out}})</td>
<td>600 Vp</td>
</tr>
<tr>
<td>Input inductance (L_p)</td>
<td>150 (\mu)H</td>
</tr>
<tr>
<td>Output capacitor (C_p)</td>
<td>10 (\mu)F</td>
</tr>
<tr>
<td>Switching frequency (f_s/f_0)</td>
<td>60 Hz / 42 kHz</td>
</tr>
<tr>
<td>Resistive Load (R_0)</td>
<td>20 (\Omega)</td>
</tr>
<tr>
<td>Switches characteristics</td>
<td></td>
</tr>
<tr>
<td>two FET (SiC) &amp; four IGBT (Si) per module</td>
<td>1 kW per module</td>
</tr>
</tbody>
</table>

FET stands for field-effect transistor and IGBT regards insulated-gate bipolar transistor, using SiC (Silicon Carbide) and traditional Si (Silicon) semiconductor technologies, respectively.

The SBC control strategy for the system acts on the current of each inverter that follows a load-sharing current reference. The following cost function governs the dynamics of the system:

\[
J = \sigma_1 \left( \frac{1}{N} \sum_{k=1}^{N} i_{o_k} (t_0 + T_{w_k}) \right)^2 + \sigma_2 \left( v_{NP} (t_0 + T_{w_j}) \right)^2
\]

where \(\sigma_1\) and \(\sigma_2\) are weighting factors, \(i_{o_k}\) refers to Inverter-N output current, and \(v_{NP}\) concerns to the neutral point voltage on the D.C. link of the parallel inverters.

The cost function in (5) is, herein, the performance measure that weighs the error between the expected reference. (i.e., \(i_{o_k} (t_0 + T_{w_k}) \)) and the projected output current states of the H-ANPC inverter module (i.e., \(i_{o_k} (t_0 + T_{w_j})\)). Additionally, the split capacitor voltage neutral point predictions (i.e., \(v_{NP} (t_0 + T_{w_j})\)) are also considered to ensure equal voltage balance on them, thus avoiding common-mode current circulation on the neutral ground reference. Provided the above, the optimization routine minimizes the cost function to guarantee optimal tracking performance such that

\[
\min J \left( \{a_{jk}\}_{k=1}^{n}, \{T_{w_k}\}_{k=1}^{N}, \{\sigma_{1,2}\}, \{i_{o_k}\}, \{v_{NP_k}\} \right)
\]

s.t.

\[
\left( \begin{array}{c}
T_N; \\
T_S
\end{array} \right) = \left( \begin{array}{c}
T_N; \\
T_S
\end{array} \right) = \left( \begin{array}{c}
T_N; \\
T_S
\end{array} \right)
\]

\[
\left( \begin{array}{c}
\alpha_{j1}\left(1-\alpha_{j2}\right) \\
\alpha_{j2}\left(1-\alpha_{j1}\right)
\end{array} \right)
\]

with \(\alpha_{j1}, \alpha_{j2} \in \mathbb{R} : [0, 1]\)

where \(T_N\) corresponds to a 60 Hz frequency period, that drives the switches \(S_1 \cup S_0 (\alpha_{j1}),\) and switches \(S_2 \cup S_3 (1-\alpha_{j1}),\) respectively. \(T_S\) corresponds to the high switching frequency period that drives the switches \(S_2 (\alpha_{j2})\) and \(S_2 (1-\alpha_{j2}).\)

The switching constraints applied to the optimization routine presented above place the H-ANPC system in a peculiar condition for networked load-sharing schemes in terms of stability boundaries. This case example aims to show that the choice of communication architecture should consider the network’s ability to exchange data and the computational effort.

In addition to these aspects, the impact of communication latency on the system’s dynamic performance must also be considered. The dynamic impact of the control strategy largely stems from the hybrid nature of inverter switching in this illustration case. ANPC-type hybrid inverters have low-frequency switching dynamics aligned to the system’s common voltage line frequency. A delay in the communication between inverter control agents will inevitably result in a time mismatch between load-sharing currents and line frequency.

The SBC control, being an optimal control strategy, outperforms other linear control strategies by presenting a rapid response to transients in the system. For illustration purposes, Figure 5 shows the steady-state and transient behavior of the voltage waveform of three H-ANPC s in a centralized control network after a step in the voltage reference. As can be seen, the transition is almost immediate, with an imperceptible overshoot and minimal settling time. In the centralized scheme, the rise time performance for a transient step is even more abrupt due to the independence of the reference synthesis layer.
Herein a network application involving multiple parallel-connected modules is outlined, as illustrated in Figure 6. For the distributed implementation, the H-ANPC inverters modules exchange their current information among themselves over a communication interface. The inherent time delays of such a network are considered while designing the parallel H-ANPC inverters network. Figure 7.(a)-(b) illustrates the centralized and distributed architectures for implementing the SBC for the parallel inverters ($N = 6$). A conventional broadcast-based time division multiplexing scheme is used. The transmission schedule is also illustrated for both cases. Here, $(k \rightarrow j)$ represents a transmission from the $k$th module to the $j$th module.

Extending the analysis on the network architectures, Figure 8 shows that the total communication delay monotonically increases by the number of modules on the network. The figure also compares the delay-dependency behavior of the centralized and distributed network implementation for the H-ANPC inverters. With that, it illustrates that the communication requirements for the distributed implementation increase significantly with the number of modules, which may eventually violate the stability bounds of the system. The results also indicate that the stability threshold is higher in distributed network schemes, while the total network latency is superior to the centralized network architectures. The data exchanged by modules exponentially increases in distributed systems, unlike the linear growth perceived in centralized architectures, as shown in Figure 9. However, this discriminatory comparison must also consider the computational effort each methodology employs.
Distributed systems have a constant computational effort for solving the SBC problem, limited to the cascade control stages employed in the local controller as previously described in Figure 2. Conversely, centralized systems have a proportional relationship of the required computation effort to the number of modules employed in the scheme, as shown in Figure 10.

**B. CASE ILLUSTRATION OF STANDALONE AND NETWORKED SBC FOR SINGLE-PHASE DMCR**

The effectiveness of the SBC is explored now for a single-phase DMCR using the same procedure as with the H-ANPC. The nominal values of the DMCR have been specified in TABLE 2, and a network of n parallel DMCRs have been shown in Figure 11. The formulation of SBC for the standalone and paralleled DMCRs is similar to that of the single-phase H-ANPC inverters.

The efficacy of the SBC scheme to control a single module of the single-phase DMCR has been shown in Figure 12. Figure 12.(a) shows a comparative study of the convergence time of the input current of the DMCR for a traditional proportional-resonant (PR) compensator and SBC when a step change is given to the input current command. The PR compensator has been designed based on guidelines in [37].

For both cases, the percent overshoot of the primary drain to source voltage for the step change has been kept at 2% of the nominal value. Since traditional controllers are based on reduced-order models of the actual system, they always give a trade-off between faster convergence and higher overshoot. Hence, in Figure 12.(a), to keep the percent overshoot the same, the convergence times of input current for the P.R. compensator keep increasing as the transition levels are increased.
further. On the contrary, SBC maintains fast convergence times even on increased load transition levels. This is mainly due to the faster transient times provided by SBC and due to the full-scale system model used by such controllers for control synthesis. Figure 12.(b) further validates this fact by comparing the peak overshoot of the primary drain to the source voltage of the DMCR to match the SBC transient response with increased load transition levels. As the load transitions become severe, due to shortcomings of the nature of P.R. compensators, it achieves better transient response at the cost of higher overshoots, unlike SBC, which maintains the same response throughout the load transition levels.

Next, like the parallel-connected H-ANPC inverters, the applicability of the standalone DMCR for a network application involving multiple parallel-connected DMCR modules is outlined. The DMCRs in Figure 11 communicate amongst themselves through the same communication interface as that of the parallel H-ANPC inverters. However, contrary to the slower processor used in the SBC execution in the parallel H-ANPC inverters, state-of-the-art dual-core TMS320F28379D has been used to compute the SBC control scheme, that aids the implementation of the SBC in up to 6 PES modules in this illustration case.

Figure 13.(a) shows the computation time taken by SBC to compute the control actions for a single-phase DMCR. For the fundamental switching sequence of the DMCR, the SBC computation time is distributed amongst calculation of the time allocation of the switching states \( \{a_{ij}\}_{i=1}^{n_h} \) time horizon \( T_w \) implementation of the state observer for the higher order DMCR and some additional time due to signal processing.

The networking indeed does additional computation depending on the architecture. Figure 13.(b) shows the increased computation times of the DSP for solving the SBC problem for the parallel DMCRs. As shown, the computation required for the centralized implementation, as shown in Figure 13.(b), increases significantly with an increasing number of modules. Conversely, the computation time required to exchange information and overall cost function analysis for the distributed approach is inferior compared to a centralized approach. However, it comes at the cost of increased communication overhead. To mitigate the latter need, a differential coding technique is adopted to reduce the bit transmission rate [38]. For the above results, notice that the centralized and distributed SBC schemes are implemented on the same processor.

Figure 14 compares the load-sharing error for the centralized and distributed implementations of DMCR control. SBC, in both cases, achieves similar load-sharing performance. The slight increment in load-sharing error in the distributed case is attributed to the different sensor acquisition and calibration in each of the local processors in the distributed system. However, in both cases, SBC achieves tight load regulation and achieves equal sharing.

Figure 15 shows that for the parallel connected DMCR and for the communication protocol under consideration, as the number of parallel modules is increased, the convergence time of the input DMCR current increases as compared to the centralized architecture for a high load transition level.
with differential data transfer is primarily attributed to the differential and actual data transfer. The better performance alleled DMCRs with an increasing number of modules for increased convergence times of the SBC scheme for parallel. Figure 16.(b) further shows a comparative study of the data transfer for the DMCR the net communication delay between actual and differential control performance and convergence times. Figure 16.(a) shows communication variables, thereby positively impacting committed over the link. This results in increased resolution of the between two successive communication exchanges is transmitted over the link. This results in increased resolution of the communication variables, thereby positively impacting control performance and convergence times. Figure 16.(a) shows the net communication delay between actual and differential data transfer for the DMCR from 25 A to 50 A in the DMCR. This is primarily due to communication delay gradually violating stability bounds for such increased transition levels for the higher-order non-minimum phase PES. For the result in Figure 15, we consider the following: the computational power of the centralized system is equivalent to the sum of each of the distributed systems; it is also ensured that there is only 2% nominal overshoot for both the centralized and distributed architectures for Figure 15.

The convergence times can be positively affected by using a differential data transmission scheme for the same communication speed compared to an actual data transmission scheme. Instead of entire data transmission using a limited amount of communication bits, in differential data transfer, the differential information of the change of converter states between two successive communication exchanges is transmitted over the link. This results in increased resolution of the communication variables, thereby positively impacting control performance and convergence times. Figure 16.(a) shows the net communication delay between actual and differential data transfer for the DMCR with an increasing number of modules connected in parallel. Figure 16.(b) further shows a comparative study of the increased convergence times of the SBC scheme for paralleled DMCRs with an increasing number of modules for differential and actual data transfer. The better performance with differential data transfer is primarily attributed to the higher resolution of exchanged communication variables and reduced communication delay.

**V. CONCLUSION**

An SBC scheme for networked PES is outlined. While for the standalone PES, the SBC yields robust stability and satisfactory performance [27], for the PES network, the SBC ensures that the performance is within the specified bounds. Guided by solving an optimization problem, SBC essentially controls the evolution of the switching sequences of a PES. These reachable switching sequences can be determined from a set of feasible switching sequences using a multiple-Lyapunov-function-based methodology. As such, this work outlined the mechanism to extend the core SBC for a standalone PES to a PES network using two separate case illustrations.

The efficacy of the proposed SBC framework is validated first for a single-phase standalone and network of parallel H-ANPC inverters and for a single-phase network of CS-PES parallel DMCRs. Irrespective of the topological choice, SBC was able to provide stable PES dynamics and satisfactory PES performance in either mode of operation (standalone/parallel). Compared to the centralized control scheme, the distributed control scheme has a reduced computational complexity but may require greater information exchange. While the centralized implementation scheme indicates to be a viable alternative for a lower number of modules, a distributed/clustered implementation may be desirable for a higher number of PES modules from a computation burden perspective. Nevertheless, in choosing the network architecture, one must consider the dynamic performance of the topological structure, the communication network’s bandwidth, the number of modules, and the processing capacity of the control devices. The two different case illustrations also aimed to illustrate that the method is independent of the device choice or semiconductor materials; any wide band gap (WBG) or non-WBG can be used. However, the use of WBG makes the operation more involved due to increased sensor high-frequency noise and differential data transmission amidst that.

The main challenge in applying SBC for networked PES is the scalability of the approach. To scale the control strategy, this paper designed a local SBC just like it would be done for a single standalone PES, but augmented it with low communication overhead (control) information exchanges based on a coding approach. Evidently, the computational burden of combining predictions of the PES modules’ future states in the optimization routine’s solution (4) also distinguishes the proposed networked SBC control from existing, more uncomplicated control strategies. In this work, the set of feasible switching sequences was computed offline to reduce the computational burden, while the optimization sequence was computed in a single DSP. However, previous work suggests that a combination of digital controller platforms consisting of a DSP and an FPGA can assist in reducing the computational overhead for more convoluted systems [39].
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